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A single-sided transient plane source technique has been used to determine the thermal conductivity and
thermal diffusivity of a compacted methane hydrate sample over the temperature range of 261.5-277.4 K
and at gas-phase pressures ranging from 3.8 to 14.2 MPa. The average thermal conductivity, 0.68( 0.01
W/(m‚K), and thermal diffusivity, 2.04× 10-7 ( 0.04 × 10-7 m2/s, values are, respectively, higher and
lower than previously reported values. Equilibrium molecular dynamics (MD) simulations of methane hydrate
have also been performed in the NPT ensemble to estimate the thermal conductivity for methane compositions
ranging from 80 to 100% of the maximum theoretical occupation, at 276 K and at pressures ranging from 0.1
to 100 MPa. Calculations were performed with three rigid potential models for water, namely, SPC/E, TIP4P-
Ew, and TIP4P-FQ, the last of which includes the effects of polarizability. The thermal conductivities predicted
from MD simulations were in reasonable agreement with experimental results, ranging from about 0.52 to
0.77 W/(m‚K) for the different potential models with the polarizable water model giving the best agreement
with experiments. The MD simulation method was validated by comparing calculated and experimental thermal
conductivity values for ice and liquid water. The simulations were in reasonable agreement with experimental
data. The simulations predict a slight increase in the thermal conductivity with decreasing methane occupation
of the hydrate cages. The thermal conductivity was found to be essentially independent of pressure in both
simulations and experiments. Our experimental and simulation thermal conductivity results provide data to
help predict gas hydrate stability in sediments for the purposes of production or estimating methane release
into the environment due to gradual warming.

Introduction

The fairly recent discovery of enormous quantities of natural
gas as gas hydrates in sub-oceanic sediments and permafrost
formations has stimulated significant interest in their use as a
resource, as a potential geohazard, in their role in the global
carbon cycle, and as a potential climate influence.1-3 Progress
in research in these areas is fundamentally dependent on the
availability of high-quality property data and on an increased
understanding of the physics and chemistry that govern gas
hydrates in nature.4 One key knowledge gap is in thermal
property data, with the number of these measurements being
several orders of magnitude less than that for phase equilibrium
properties.1,2 The importance of reliable thermal property data
for modeling the behavior of gas hydrates in natural systems
has been discussed by Sloan,1 Gupta et al.,5 and Waite et al.2

Measuring the thermal properties of relatively pure methane
hydrate at the temperatures of interest for production and climate
change scenarios requires the use of pressurized equipment to

both form the samples in the laboratory and stabilize them during
measurement. It is also desirable to reduce the porosity of the
sample after formation by compaction in the same pressure
vessel. Removal of the sample for compaction introduces the
possibility of contamination or decomposition of the hydrate
during transfer and handling.

Most of the measurements of thermal conductivity reported
for methane hydrate in the literature have been made using a
needle probe on samples prepared using granular ice.2,6,7

However, recent work has been reported using a commercially
available transient plane source (TPS) technique8 in a double-
sided configuration as developed by Gustaffson.9,10 The mea-
sured values of thermal conductivity for compacted samples of
methane hydrate at conditions similar to those in natural
environments have ranged from 0.46 W/(m‚K) (ref 7) to 0.62
W/(m‚K) (ref 2) using a needle probe to 0.57 W/(m‚K) using
the double-sided TPS technique in which hydrate was formed
from methane and water that contained a surfactant to assist
hydrate formation.8 Measures of the thermal diffusivity of
methane hydrate have been reported by Kumar et al.11 and
Turner et al.12 for porous samples (uncompacted) and by
deMartin6 and Waite et al.2 for compacted samples. The thermal
diffusivity values do not seem to be dependent on the presence
of some porosities and are close to 3.1× 10-7 m2/s.2 All of
these measurement techniques require the needle probe or TPS
to be surrounded by the hydrate. While practical in the
laboratory, such technology may not be easily adapted for in-
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situ determination of the thermal properties of methane hydrate
or consolidated methane hydrate/sediment samples. The motiva-
tion behind the experimental work in this paper is to develop a
device that can make a contact measurement without requiring
penetration of a sample and that could be adapted for field use.
A single-sided TPS technique is reported in this work.

Gas hydrates, in general, exhibit an anomalous, glass-like
behavior of thermal conductivity that distinguishes them from
ice and other molecular crystals.13 A detailed understanding of
the mechanisms leading to this behavior would enhance the
underlying knowledge of hydrate physics that may lead to
improvements in simulation programs for determining long-
term resource recovery potential and the impact of hydrate on
climate change. It is thought that the low thermal conductivity
is attributable to the phonon-scattering processes from energy
transfer between the localized guest rattling modes and the host
lattice acoustic modes.14-18 A detailed understanding of the
mechanisms leading to this behavior, in addition to characteriza-
tion of hydrate thermophysical properties,4 would enhance the
viability of large-scale methane production from hydrates.19,20

The goals of the equilibrium molecular dynamics (MD)
studies reported here are 4-fold: (1) assess the ability of a variety
of water potential models to estimate the thermal conductivity
of methane hydrate with respect to experimental measurements;
(2) gauge the influence of explicit polarizability on calculated
thermal conductivities; (3) measure the influence of methane
occupation on the thermal conductivity; and (4) test the effect
of external (isotropic) pressure on thermal conductivity. Cal-
culations were carried out for different methane compositions
at 276 K and at a variety of pressures from 0.1 to 100 MPa.
The MD simulation method was validated by the estimation of
thermal conductivity for ice and liquid water and comparison
with experimental data.

Experimental Procedures

The thermal conductivity of a laboratory prepared methane
hydrate sample was measured using a single-sided TPS tech-
nique in a high-pressure thermal property measurement device
(HTMD), that was developed at the National Energy Technology
Laboratory (NETL). This device permits the formation and
subsequent direct compaction of the sample on a TPS element
attached to an insulating support. The sample was formed from
99.999% methane and 18 MΩ-cm water purified by reverse
osmosis and ion exchange in a specially designed cup, which
also permitted compaction of the sample at a constant gas
pressure via an internal hydraulically actuated piston. The
presence of nearly pure methane hydrate in similar samples
formed in the HTMD has been confirmed by Raman spectros-
copy.21

A schematic of the HTMD is shown in Figure 1. Figure 1A
depicts the cup assembly as it is situated in a pressure vessel
that contains an internal piston that is used to change the internal
volume of the device and to press on the top of the cup assembly
to directly compact the sample inside it.

More details of the cup assembly are shown in Figure 1B. It
consists of four separable components. A base is used to affix
the assembly to a stainless steel disk that is part of the pressure
vessel (Figure 1A). A cup bottom is indexed to the base to
permit alignment of gold-plated contacts in the base and bottom.
The cup bottom also contains the TPS element, which is adhered
to its top surface with Instabond S-100 cyanoacrylate adhesive.
A diagram of the TPS used is shown in Figure 2. It is an ETG-
50B nickel temperature sensor with a flexible polyimide
encapsulation carrier obtained from Vishay Micro-Measure-

ments, Inc. 34-AWG wires were soldered to both exposed solder
tabs on the sensor and the female gold contacts in the bottom.
The solder joints to the TPS element were protectively coated,
typically with Gagekote #1 and M Coat B, also from Vishay
Micro-Measurements, Inc. A sleeve was fitted over the bottom
and rested on the base. A cup top was fitted inside the sleeve.
Nitrile o-rings were used to seal the bottom and top inside the
sleeve. A small hole was provided in the top to allow gas
communication with the inside of the pressure vessel. It was

Figure 1. HTMD with cup assembly (A) and schematic of cup
assembly (B).

Figure 2. TPS element (dimensions are in millimeters).
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drilled at a 90° angle to prevent water from escaping during
hydrate decomposition. This arrangement also permitted the
internal piston of the pressure vessel to press against the cup
top to push it down against the sample in the cup assembly.

A platinum resistance temperature detector positioned just
inside the HTMD near the cup bottom was used to monitor the
temperature. A digital Heise gauge ((17 kPa accuracy) was
used for pressure measurement. National Instruments Labview
software was used for process control, data acquisition, and
analysis.

Calibration of the TPS in the cup assembly was performed
with 18 MΩ-cm water. The thermal conductivity and thermal
diffusivity results are shown in Figure 3 along with reference
data.22-24 The agreement between the TPS results and the
literature values illustrates the accuracy of the technique.

The experimental procedure involved adding 0.9904 g of
water to the cup assembly. This was sufficient to cover the TPS
element to a depth of 5.02 mm, which is greater than the probing
depth calculated according to Gustafsson’s equation for probing
depth.9 The cup assembly containing the water was plugged
into the base and inserted into the HTMD. The HTMD was
then placed into an environmental chamber that controlled the
temperature of the experiment to within 0.1 K. The temperature
of the chamber was lowered to around 261 K to form ice. After
forming ice, and purging, methane was added and pressurized
to about 5.6 MPa, and hydrate was formed by repeated cooling
and heating of the HTMD at 1 K/h in the environmental
chamber. This was repeated until no further gas uptake (pressure
decrease) or ice formation (pressure increase) from unreacted
water was evident from the pressure data (recorded at about
1/min).

The hydrate sample was then compacted with mechanical
pressure by hydraulically pushing the internal piston of the
pressure vessel onto the cup top, which moved down to contact
and compact the sample. The compaction pressure was increased
to near 50 MPa, then released incrementally, and then cycled
in this manner a few times. Subsequently, the temperature of
the sample was raised to above the ice melting point but within
the region of hydrate stability, and the compaction was repeated
several times. Finally, nearly all of the compaction pressure was
removed, and the methane pressure in HTMD was varied for
three different temperatures above and below the freezing point
of water but within the hydrate stability zone.

Thermal conductivity (k) and thermal diffusivity (R) were
simultaneously measured during all phases of the experiment

according to a procedure developed by Gustafsson9,10 for a hot
square source arrangement of the TPS similar to that shown in
Figure 2. The conducting pattern on the hot square consists of
equally wide metallic strips made by depositing nickel in a
serpentine pattern between two layers of a polyimide called
Kapton. The average temperature rise of the hot square is given
by Gustaffson9 as

wherePav is the average power supplied to the hot square during
the measurement. 2a is the effective length of one side of the
hot square and is arrived at by applying a factor to the nominal
hot square half-length. The factor is determined through
calibration. For convenience, dimensionless time,τ, is used to
enable solutions in one variable and is defined as

whereθ is the characteristic time of the measurement, unique
to the sample being measured since it is a function of the sample
R.

It is accepted that the functionH(τ) in eq 1 can be
approximated by9

where

By solving H(τ) numerically for a range ofτ values, an
empirical equation was determined forH(τ) that was used in
the analysis.H(τ) can be used to obtain very accurate and
reliable results. A more exact solution would take into account
the thin insulating layers on both sides of the individual strips
of the conducting pattern. A time correction,tc, is applied when
evaluating the transient measurements to account for the
difference between the exact solution andH(τ).9

Equation 1 can be rearranged to solve fork. The slope of

∆T(τ) versus H(τ) is used in the rearranged equation to
calculatek

∆T(τ) is found from the resistance rise of the TPS during the
transient measurement. The rise in the voltage difference across
a Wheatstone bridge is recorded with time to find the resistance
of the TPS as a function of time. The time dependent resistance
of the TPS is expressed as9

Equation 6 can be solved for∆T(τ) and is used in the
determination ofR as described next. The temperature coef-
ficient of resistance (TCR) is determined as a function of
temperature for each TPS.R* and the time correction,tc, are
found from the following equation:

Figure 3. Comparison of thermal conductivity (filled symbols) and
thermal diffusivity (solid symbols) results for water obtained with the
TPS to those obtained from the literature.4, 2: NETL data): Brodkey
and Hershey;22 0, 9: NIST data;23 O, b: U.S. Coast Guard.24 Linear
regressions are shown for the literature data.
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The tc value is changed to find the best fit of the data.25 A, B,
andR* are constants of the equation determined during fitting
the data to eq 7.

After applying the time correction, the thermal diffusivity,

R, is found by maximizing the fit of the data to∆T(τ) versus
H(τ), in an iterative process. Data between 2tc and 0.65θ were
used in the evaluation of eq 7 to determine thetc andR* values.
Data between 0.25θ and 1.30θ were used in the evaluation of
thermal diffusivity.

As described previously, the one-sided TPS technique is
utilized by adhering the TPS to poly(vinyl chloride) (PVC),
which serves as a backing support and partial insulator. Since
PVC is not a perfect insulator, the energy from the TPS will be
distributed between the PVC and the sample. Finite difference
models were developed and used to determine this distribution
of energy. The function used to describe the fraction of energy
going into the sample was

wherea, b, d, f, g, andh are constants.Rc is the dimensionless
volumetric capacity ratio.

in which F is the density andcp is the specific heat capacity.
The subscript s′ and p′ represent the sample and TPS probe
backing material (PVC), respectively. Since

R and k for both the PVC and the sample were used in the
analysis.Rk is the sample conductivity ratio.

The fraction of energy is applied to the thermal conductivity
as

Sincez is a function of the samplek, z is substituted into the
calculation ofk until consecutively calculated values ofk vary
insignificantly.

Simulation Methods

This study utilized three water models: the rigid/nonpolar-
izable SPC/E,26 TIP4P-Ew,27 and the rigid/polarizable TIP4P-
FQ28 potentials. The SPC/E and TIP4P-Ew models have fixed
hydrogen point charges located at the hydrogen atomic positions
and a fixed oxygen charge with respective positions at the
oxygen atomic site or displaced 0.125 Å from the oxygen atom
along the dipole vector toward the hydrogen atoms. The TIP4P-
FQ potential has the hydrogen charges located at the hydrogen
sites and the oxygen charge placed 0.15 Å from the oxygen
atom along the dipole vector toward the hydrogen atoms. All
models possess a Lennard-Jones (LJ) 12-6 interaction site
located on the oxygen atom. In addition, a five-site rigid methane
model was used, comprising a LJ 12-6 interaction site on the
carbon atom and fixed partial charges on the carbon and

hydrogen atoms.29 The TIP4P-FQ potential was used in this
study because of its good performance in the prediction of
structural and dynamical properties of methane hydrates as
compared to flexible and nonpolarizable water potentials.30 The
TIP4P-FQ model has also been used in MD simulations of
methane hydrate growth and break-up.31,32Although the TIP4P-
FQ model only accounts for in-plane water polarizability,28 it
captures the essential physics of hydrates adequately.30 There
are many other polarizable potential models for water,33-41 but
it is beyond the scope of this work to test and validate
polarizable water potentials for hydrate MD simulations. The
SPC/E and TIP4P-Ew models constitute reparameterizations of
the popular SPC42 and TIP4P43 potentials and were included in
this study to afford a comparison with more widely used models.
To corroborate the calculation method for hydrate thermal
conductivity, additional estimates were made for ice and liquid
water for each potential model.

The computational methodology used in this study was similar
to that used previously in equilibrium MD simulations of
methane hydrates.30 The Lekner method44,45 offers the math-
ematically definitive solution for electrostatic interactions
between point charges in infinitely periodic systems, and this
was used to compute these interactions in this study. The
technique was implemented using an efficient three-dimensional
cubic spline interpolation scheme described previously.46 The
shifted-force formulation for LJ interactions was used with a
cut-off radius of 10 Å, and the Lorentz-Berthelot mixing rules
were applied for interactions between different types of LJ
sites.47 The multiple time step techniques outlined previously
were used, including the tabulation of charge independent terms
for TIP4P-FQ water-water and water-methane interactions for
use with the Lekner method.46 This involved calculation of the
LJ and minimum image electrostatic interactions at each short
time step and the full Lekner interaction at each long step. The
outside reference system propagator form (XO-RESPA) was
used for multiple time step extended system dynamics.48 In this
explicit reversible integrator, the external reservoir’s interaction
with the molecular system (e.g., via a thermostat or barostat) is
applied at each long time step. In the case of hydrate and liquid
water simulations, Anderson-Hoover NPT dynamics were used
with isotropic cell fluctuations, while NVT dynamics were
applied for simulation of an orthorhombic ice simulation box,
using the Martyna-Tuckerman-Klein (MTK) thermostat.48 The
MTK thermostat is implemented in a reversible manner and is
similar to the Nose´-Hoover thermostat.48 The velocity Verlet
method was used for all simulations, in a modified form for
NPT dynamics.48 The RATTLE algorithm49 for bond constraints
was utilized. The Verlet algorithm was used to propagate the
electronic degrees of freedom in the TIP4P-FQ model. The
thermostat and barostat inertia parameters were found byQ )
XkBTτQ

2 and W ) (X + 3)kBTτB
2, respectively, whereX is the

number of degrees of freedom to which the thermostat and
barostat were coupled (i.e., the molecular centers of mass).48

τQ and τB were set at 100 and 500 fs, respectively. For the
TIP4P-FQ temperature associated with the rates of change of
charge, the thermostat inertia parameter was found byQ ) XkBT
τQ

2 , whereX is the number of electronic degrees of freedom
(i.e., 2Nwater - 1).48 In this case,τQ was set to 50 fs, with the
set value for the thermostat at 1 K. This constitutes rather mild
coupling to the temperature and pressure reservoirs, and some
additional production simulations were carried out for com-
parison in the microcanonical (NVE) ensemble.

The starting crystal configuration was based on the X-ray
diffraction analysis of the cubic unit cell of structure I ethylene

z ) a((gRc - hRk)
2)b + dRk + fRc (8)

Rc )
(Fcp)s′

(Fcp)s′ + (Fcp)p′
(9)

R ) k
Fcp

(10)

Rk )
ks′

ks′ + kp′
(11)

k )
2zPav

4π1/2a

1
slope
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oxide hydrate by McMullan and Jeffrey,50 which provides the
positions of the oxygen atoms and the centers of mass of the
methane molecules. To investigate if system size has an effect
on the thermal conductivity, simulation boxes of 2× 2 × 2
and 3× 3 × 3 unit cells were prepared, containing 368 and
1242 water molecules, respectively. The initial orientations of
the water molecules were selected in a random manner so as to
conform to the Bernal-Fowler rules51 and so that the total dipole
moment of the system would be vanishingly small.52 The box
lengths of the initial configurations were 24.06 and 36.09 Å
for the 2× 2 × 2 and 3× 3 × 3 unit cell systems, respectively,
consistent with the unit cell length of 12.03 Å at 248 K.50 Having
observed no size dependence of the estimate for thermal
conductivity or density in hydrate simulations (cf. Results and
Discussion), the 5× 3 × 3 orthorhombic unit cell of Hayward
and Reimers53 was used as a starting configuration for hexagonal
ice, containing 360 water molecules in a proton-disordered
structure, with a zero net dipole and a zero net quadrupole
moment. Thex, y, andz box lengths were 22.535, 23.419, and
22.08 Å, respectively, giving a density very close to the
experimental value of 920 kg/m3 at 273 K and ambient
pressure.54 A total of 256 water molecules was used for liquid
water simulations.

The number of methane molecules in the systems was set to
correspond to 80, 90, and 100% of the maximum theoretical
occupation to examine the effect of methane composition on
the thermal conductivity and the hydrate system density. For
8-unit cell systems, there were 368 water and 52, 57, or 64
methane molecules for the 80, 90, and 100% occupation cases,
respectively. There were 1242 water and 173, 194, or 216
methane molecules present for the 80, 90, and 100% occupation
cases, respectively, in the 27-unit cell systems. For partial
occupation, methane molecules were removed manually from
the fully occupied system in a uniform fashion, so that each
portion of a simulation box would have approximately the same
local methane composition.

Specific simulations were also carried out for an empty
hydrate lattice, to ascertain the extent of its metastability. We
employed the geometric hydrate-ice-liquid distinction criteria
of Báez and Clancy to distinguish between the hydrate, ice
lattices, and liquid phase.55 These involve the calculation of an
angular order parameter to quantify the tetrahedral nature of
bonding for nearest-neighbor water molecules, followed by the
recognition of five-membered rings of water molecules present
in hydrate structures but absent in liquid water and ice. This
allows a preliminary classification of hydrate-, ice-, and liquid-
like molecules, which is refined further by grouping hydrate-
like molecules into clusters and taking into account the identities
of neighboring water molecules.55

A (1, 4) fs time step structure was used for the 8-unit cell
hydrate, ice, and liquid water systems, while a (1.5, 7.5) fs
setting was used for 27-unit cell hydrate systems,46 in which
LJ and minimum image electrostatic interactions were computed
every 1 or 1.5 fs and a full Lekner evaluation was implemented
every 4 or 7.5 fs. The TIP4P-FQ charge masses were set to 6.5
× 10-5 and 15× 10-5 (ps/e)2 kcal/mol for the (1, 4) and (1.5,
7.5) fs time step settings, respectively.28 These time step
structures were tested for energy conservation in the NVE
ensemble and found to be satisfactory; the percentage relative
drift in energy, defined as the ratio of the energy drift (expressed
as a linear regression coefficient) to the average kinetic energy
during the simulation,56 was less than 0.08% over 100 ps for
all potential models.

The thermal conductivity,k, was estimated by integration of
the autocorrelation function (ACF) of the heat flux vector,
according to the Green-Kubo formula.15 The heat flux vector

J(t) is defined as:15,57

where V and φ are the volume of the system and the
intermolecular interaction, and the velocity, angular velocity,
force, mass, position, molecular moment of intertia, and torque
are denoted byv, ω, f, m, r , I and t, respectively. Therefore,
the definition of the heat flux vector contains a kinetic
contribution, a potential part, and a term for partial enthalpies
(for multicomponent systems). The first two terms are evaluated
for all N water and methane molecules (where present) in the
system, denotedi (or j).57 Therefore, it is necessary to use center-
of-mass velocities and angular velocities and force and torque
terms acting between the centers of mass of moleculesi and j.
The last enthalpy mixing term is specific to (binary) systems57

containing methane (i.e., occupied hydrate), andhν is the average
enthalpy for each speciesν.57 The average enthalpy was found
for each species from the sum of the component’s averaged
potential energy and contributions to the virial pressure.57

Integration of the ACF ofJ(t) givesk

wherekB is Boltzmann’s constant. Although this definition of
the thermal conductivity is formally for the microcanonical
(NVE) ensemble,47 it has been verified from selected compara-
tive NVE simulations that the mild coupling to the thermostat
and barostat used in the NPT simulations means that this
formulation remains valid in the NPT case in this work (cf.
Results and Discussion).

The heat flux vector was evaluated at each short time step (1
or 1.5 fs time step for the two different time step structures).
For hydrates, all computations were carried out at 276 K and
at 0.1, 9.5, 15, 30, 50, and 100 MPa. Simulations at 9.5 MPa
were carried out for all three water potentials and both 8- and
27-unit cell systems for empty, 80, 90, and 100% occupied
systems. At other pressures, simulations were performed for
8-unit cell systems with methane occupations of 80 and 100%
using the TIP4P-FQ and SPC/E models, having established that
there was no dependence on system size for the density or
thermal conductivity (cf. Results and Discussion). The initial
X-ray diffraction configurations were equilibrated at 276 K for
100 ps at each pressure and for each potential, and the resultant
configurations were used as input for production simulations.
These simulations were then carried out for 3-4 ns and between
0.8 and 1 ns for the 8- and 27-unit cell systems, respectively.
Five independent hydrate simulations were carried out at each
state point for each potential, to define a mean thermal
conductivity and to estimate a standard deviation. Various
relaxed snapshots of the system from the latter portion of the
100 ps equilibration period were used as input for these runs,
with randomized velocities sampled from the Maxwell-
Boltzmann distribution. For the 8-unit cell case, additional 10
ns NPT simulations at 276 K and 9.5 MPa were undertaken for
each potential to assess the impact of more extensive sampling
to define the heat flux ACF. Also, to gauge the validity of
thermal conductivity estimates in the NPT ensemble, selected
4 ns NVE runs were performed at densities corresponding to
an average pressure of 9.5 MPa (determined by the averaged
density obtained from the 4 ns NPT runs at 9.5 MPa).

J(t)V ) ∑
i

1

2
[ mivi

2 + ωiI iωi + ∑
j

φij]vi -
1

2
∑
i,j

[(f ij‚vi +

t ij‚ωi)r ij] - ∑
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viν
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For ice, the initial orthorhombic configuration (with a density
of 924 kg/m3) was relaxed at 273 K in the NVT ensemble for
100 ps for each potential, followed by 1.5 ns production runs.
In an effort to estimate the ice thermal conductivity at the density
corresponding approximately to zero mean (i.e., ambient)
pressure for each potential at 273 K, short NPT runs were carried
out for around 20 ps, in which the ratios of thex, y, andz box
lengths were kept fixed. Using this rescaled orthorhombic
simulation box as a starting point, up to 12 NVT runs of around
50 ps duration were performed by altering the initial density
slightly while keeping a fixed ratio of box lengths, and the
relaxation of the mean pressure was monitored. Once a given
density was found to produce a mean pressure of around zero,
a 1.5 ns NVT production run was then performed, using the
relaxed configuration as input. For liquid water, NPT simulations
of around 3 ns duration were carried out at 298 K and 101.3
kPa, and the experimental thermal conductivity was found from
the IAPWS correlation at those conditions.58 For both water
and ice, five independent NPT or NVT simulations were carried
out to define a mean thermal conductivity and to estimate the
standard deviation.

In all cases, the ACF of the heat flux vector was computed
for at least 20 ps, based on the evaluations of the heat flux vector
at every short time step for the entire duration of the production
run. In the hydrate case, validation that the estimate of the
thermal conductivity had converged within the 20 ps time scale
was carried out using longer definitions of the ACF from the
same simulation (albeit with a necessarily lower sampling ratio,
vide infra).

Results and Discussion

Experimental. Formation of the methane hydrate sample in
the HTMD was monitored by recording the pressure as the
temperature of the sample was varied above and below the
freezing point of water. The pressure and temperature data
recorded during hydrate formation in the HTMD are contained
in Figure 4 along with the three-phase, vapor-liquid-hydrate

(VLH) equilibrium data for methane hydrate from the literature.1

Methane hydrate is stable at conditions to the left of the line
describing the literature data. The temperature of the sample in
the HTMD was always kept within this region of hydrate
stability.

Initially, hydrate formation proceeded slowly, likely occurring
at the interface of water and gas in the sample cup. The
formation of ice was evident in the first 10 cooling cycles by
the small rise in pressure. Some hydrate formation was also
observed as the temperature approached freezing during the
heating cycles. Following the heating phase of cycle 7, which
ended at about 280.2 K and 6.17 MPa, the system was allowed
to remain at this temperature for about 9 h. Additional hydrate
continued to form during this interval. After this, several more
cycles were performed at 1 K/h. During the 11th heating cycle,
a large amount of hydrate formation was observed. A small
amount of additional hydrate formation was evident in the next
cooling cycle; however, in the last three cycles (13-15), no
additional hydrate or ice formation was evident in the pressure
data. The total pressure drop corresponded to the amount of
gas uptake anticipated for complete conversion of the water to
hydrate.

The sample of hydrate in the cup assembly was then
compacted using the internal piston to push on the cup top. The
thermal conductivity of the sample during the initial compaction
and during several subsequent cycles of releasing and reapplying
the compaction pressure are shown in Figure 5. The initial
compaction was performed at 261.5( 0.1 K under a methane
pressure of 4.79( 0.11 MPa. Three cycles of releasing and
reapplying the compaction pressure were then performed. Data
obtained during the first two cycles are shown in Figure 5 and
are in Table S1 of the Supporting Information. The sample
temperature was then raised to slightly above the melting point
of water, and the compaction pressure was lowered and raised
again. The thermal conductivity value did not change, as shown
by the data point in Figure 5 taken at 275.4 K at a compaction
pressure of 26.9 MPa and a gas-phase pressure of 4.6 MPa.

Figure 4. Pressure-temperature history of the hydrate formation phase of the experiment.): Cooling; gray line: heating;O: VLH equilibrium
data1; and ‚‚‚‚‚‚‚: melting point of ice as a function of pressure.
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This indicates that the presence of ice did not influence the
measurements. A weak positive trend with compaction pressure
was also observed. The average thermal conductivity of the
compacted sample was 0.68( 0.01 W/(m‚K) at an average
methane gas pressure of 4.67( 0.005 MPa. The slope and
intercept of the regression shown for the compacted sample are
2.70× 10-5 and 0.679, respectively.

Also shown in Figure 5 are previous data by Waite et al.7

for radial compaction pressures up to 70 MPa for methane
hydrate prepared from granular ice according to a method
described by Stern et al.59,60 As this sample was being
compacted, the compaction pressure dropped from about 11
MPa down to about 6 MPa, likely due to a shift in the hydrate
grains during compaction.7 They have more recently repeated
their experiment2 at higher radial compaction pressures (102
MPa) and with modifications to their equipment to permit more
uniform compaction of the hydrate sample.61 This resulted in
their more recent thermal conductivity results being higher than
their previous ones. The maximum thermal conductivity from
our work is slightly higher than their most recent values, possibly
indicating that even at 102 MPa, their sample was still slightly
more porous than ours. The correlation of thermal conductivity
with compaction pressure also has a slightly higher slope than
our data that could also be due to more residual porosity in
their sample.

Figure 6 and Table S2 in the Supporting Information contain
thermal conductivity data for the compacted methane hydrate
as a function of temperature. The individual data points making
up the average values shown in this figure were taken over a
methane gas pressure range of 4.6-6.3 MPa and at a range of
compaction pressures up to 43.7 MPa. Also shown are data
correlations published by Waite et al.2,7 and the data obtained
by Huang and Fan using a double-sided TPS technique.8 The
recent data of Waite et al.2 were taken at a confining pressure
of 31.5 MPa after compaction at 102 MPa, whereas their earlier
data were taken on a sample that was compacted to 70 MPa.7

Huang and Fan8 also used a 0.971 mol/m3 solution of aqueous
sodium dodecyl sulfate to enhance the packing of the hydrate
during its formation.62 They also applied a compaction pressure
of 2 MPa to their sample after formation. Figure 6 shows that
their results are lower than ours and the recent results of Waite
et al.;2 however, they are higher than the earlier results of Waite

et al.7 Our results in Figure 6 and those of Waite et al.2,7 have
the same slight negative trend with temperature. Unlike this
trend, the slope of Huang and Fan’s data8 is positive, possibly
from any water-surfactant solution trapped in the samples, as
the thermal conductivity of water has a positive temperature
dependence (Figure 3). The average thermal conductivity of our
data in Figure 6 was 0.68( 0.01 W/(m‚K). The slope and
intercept of the regression shown for the compacted sample are
-1.91× 10-4 and 0.7345, respectively.

The TPS technique also permits the simultaneous determi-
nation of thermal diffusivity as described previously. The
thermal diffusivity data as a function of temperature obtained
in our experiments for compacted methane hydrate are shown
in Figure 7 and contained in Table S2 of the Supporting
Information. Also shown are the available literature data for
thermal diffusivity of porous and compacted methane hydrate
in the temperature range near 273 K.2,6,11 Our results for
compacted methane hydrate are lower than those obtained by
others. This may be due to the manner in which the samples
were formed and to differences in the experimental techniques.
The data of others were determined on samples similarly
prepared from granular ice, whereas our samples were prepared
from a small sample of water that was repeatedly cooled and
warmed under methane pressure. deMartin noted that his sample
appeared to contain water ice that could have influenced his

Figure 5. Thermal conductivity of methane hydrate as a function of
compaction pressure.2: NETL data during initial compaction at 261.5
K; gray triangle: NETL data during several cycles of releasing and
applying compaction pressure at 261.5 K;4: NETL data at 275.4 K;
×: USGS data published by Waite et al.7; and ): USGS data
correlation published by Waite et al.2

Figure 6. Thermal conductivity data as a function of temperature.4:
NETL; ): correlation of Waite et al.2; - - -: correlation of Waite et
al.7; andb: Huang and Fan.8

Figure 7. Thermal diffusivity as a function of temperature for methane
hydrate samples.4: NETL, compacted sample;×: deMartin,6 com-
pacted sample;): from a correlation by Waite et al.,2 compacted
sample;2 andb: Kumar et al.,11 uncompacted sample.
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results.6 We have recently performed finite difference modeling
on the single-sided TPS technique with PVC as the support
material. The results indicate that measured values of thermal
diffusivity will tend to be lower than actual values when a
sample has a higher thermal diffusivity value relative to PVC,
such as methane hydrate. Additional work to better define the
thermal diffusivity of compacted methane hydrate using the
single-sided TPS technique is being pursued at NETL.

Thermal Conductivity Simulations. As an initial validation
of the quality of the potential models and of the equilibrium
MD method for the prediction of thermal conductivity, the
values for ice at 273 K were estimated. The melting points of
TIP4P-FQ, SPC/E, and TIP4P-Ew ice have been reported
recently as 303( 8,63 215,64 and 245 K,64 respectively, using
NPT simulation and Ewald electrostatics. However, the ice
remained kinetically stable during the 1.5 ns runs at 273 K and
at each density, judged by the Ba´ez and Clancy criteria and the
steady value of the potential energy. The densities for which
the mean pressures were approximately zero at 273 K were 971,
949, and 938 kg/m3 for the TIP4P-FQ, SPC/E, and TIP4P-Ew
models, respectively. This is in good agreement with previously
reported respective values of 968,65 950,64 and 936 kg/m3,64

obtained using Parrinello-Rahman NPT simulation66 with
Ewald electrostatics. The TIP4P-FQ dipole moment distribution
was 3.08( 0.14 D at this density, in accord with a reported
value of 3.10( 0.15 D.65 Conversely, the dipole moments of
the fixed charge SPC/E and TIP4P-Ew models remain at their
respective monomer values of 2.35 and 2.20 D (ref 67) in ice,
ipso facto. The TIP4P-FQ density is largest, followed by the
SPC/E and then the TIP4P-Ew models, and all are larger than
the experimental value of 920 kg/m3.54

The relative differences in the ice densities for the three
different models may be rationalized qualitatively by the extent
of hydrogen bonding and by the magnitude of the dipole
moment. In the case of pure liquid water at 275 K, the average
number of hydrogen bonds per water molecule was found to
be 3.70, 3.61, and 3.67 by a geometric definition for the TIP4P-
FQ, SPC/E, and TIP4P-Ew models, respectively, while the
respective molecular dipole moments were 2.69( 0.2, 2.35,
and 2.20 D (i.e., the monomer values for the latter two).67 The
greater extent of hydrogen bonding and the larger dipole moment
in the TIP4P-FQ potential lead to a lower system volume (and
a higher density) relative to the nonpolarizable potentials.
Although the SPC/E model has fewer hydrogen bonds per
molecule (3.61) than the TIP4P-Ew potential (3.67) for pure
water at 275 K, the dipole moment is still larger for the SPC/E
potential,67 enhancing the relative strength of hydrogen bonding
and leading to a greater contraction in system volume relative
to the TIP4P-Ew model. These observations for pure water help
to explain this trend observed in the results for ice.

The results for the ice thermal conductivity were 2.422(
0.042, 1.731( 0.034, and 1.838( 0.033 W/(m‚K) for the
TIP4P-FQ, SPC/E, and TIP4P-Ew potentials, respectively, at
the densities for which their mean pressures were approximately
zero. The mean thermal conductivities and standard deviations
were defined based on five independent simulations, using ACFs
of 20 ps in duration. For each simulation, the results were
consistent after 1 and 1.5 ns of simulation, so it was concluded
that the simulations were of sufficient duration. At a constant
density of 924 kg/m3, close to an experimental density of 920
kg/m3,54 the respective results were 2.483( 0.050, 1.802(
0.039, and 1.884( 0.031 W/(m‚K). Therefore, as found in the
case of the hydrate results (vide infra), changes in density have
a relatively weak effect on the measured thermal conductivities.

The experimental value at 273 K is approximately 2.2 W/(m‚
K).68,69The TIP4P-FQ result is in slightly better agreement with
the experimental value, being some 10% larger, although the
SPC/E and TIP4P-Ew results are less than 20% smaller.

It is interesting to note that the TIP4P-FQ model yields a
larger thermal conductivity than the nonpolarizable models for
ice. The greater propensity for the formation of stronger
hydrogen bonds for the TIP4P-FQ model, especially in the ice
or hydrate state where the molecular dipole moment is enhanced
relative to liquid water, tends to increase the thermal conductiv-
ity. In real ice or hydrate samples, there will be some structural
defects present, even if a high degree of compaction has been
applied to minimize porosity. The crystal structures used in the
molecular simulations contain no porosity or structural defects
that would serve to decrease the efficiency with which phonons
conduct thermal energy in the host lattice. Therefore, one would
expect molecular simulations to result in artificially higher
values for the thermal conductivity as compared to experiments.
This is a limitation of the relatively small system sizes that can
be investigated with atomistic modeling. It would be necessary
to carry out many simulations with varying geometry and extent
of defects and porosity to assess quantitatively the degree to
which the thermal conductivity would be reduced by the
presence of defects. Bearing this in mind, the lower results of
SPC/E and TIP4P-Ew for ice relative to experiment show that
these models are less accurate than TIP4P-FQ in this regard.

Estimation of the thermal conductivity of pure liquid water
acts as an additional validation exercise. The IAPWS correlation
value for the thermal conductivity at 298 K and 100 kPa is 0.61
W/(m‚K).58 The simulation results were 0.673( 0.027, 0.724
( 0.018, and 0.743( 0.017 W/(m‚K) for the TIP4P-FQ, SPC/
E, and TIP4P-Ew potentials, respectively, gauged from five
independent simulations using ACFs of 20 ps duration. The
TIP4P-FQ result is in the best agreement with the experimental
value, being some 10% larger. The TIP4P-FQ model leads to a
lower thermal conductivity than the nonpolarizable models in
the liquid state, in contrast to the hydrate and ice results where
it gives the highest values of the models tested (see the following
discussion for hydrate results). This may be rationalized by both
slower rotational and translational modes70 for TIP4P-FQ water.
The hydrogen bond breakage and reformation kinetics are slower
in TIP4P-FQ water, with hydrogen bond relaxation times of
5.12 ( 0.04, 4.87( 0.03, and 4.35( 0.02 ps for the TIP4P-
FQ, TIP4P-Ew, and SPC/E models, respectively, at 298 K with
Lekner electrostatics.67 Similarly, a slower translational motion
in TIP4P-FQ water is characterized by self-diffusion coefficients
of 2.11( 0.1, 2.29( 0.15, and 2.42( 0.15× 10-9 m2/s for
the TIP4P-FQ, TIP4P-Ew, and SPC/E potentials, respectively,
for the same conditions.67 As discussed earlier, the different
degree of TIP4P-FQ polarization in the homogeneous environ-
ment of pure water relative to the solid state appears to result
in qualitatively different behavior, confirming again the impor-
tant role of polarizability in water physics.

In an MD study of thermal conductivity, Ohara reported an
estimate of 0.95 W/(m‚K) for pure water in the 300-320 K
temperature range, using the SPC/E model in conjunction with
a nonequilibrium technique, without the use of long-range
electrostatics.70 This result is about 30% larger than the value
of 0.72 ( 0.02 W/(m‚K) predicted using the SPC/E potential
in this study. Here, the heat flux vector was defined after 2 and
3 ns of simulation, in addition to after 4 ns at the end of the
simulation, and similar results were obtained for the thermal
conductivity. It is possible that the difference between the SPC/E
result of this study and that of Ohara is attributable to the use
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of different estimation techniques (i.e., equilibrium and non-
equilibrium simulation) or perhaps to the omission of long-range
electrostatics.

The calculated densities for the occupied 8-unit cell hydrate
systems are presented in Figure 8 and in Table S3 of the
Supporting Information. The densities of the TIP4P-FQ systems
are about 3% higher than those of the SPC/E case, for the same
composition, while the TIP4P-Ew densities are about 0.6%
lower than the corresponding SPC/E values. For all potential
models, the densities of the 80% occupied systems are about
2.5% smaller than those of the 100% occupied case. Ideal
behavior, assuming no change in the lattice parameters, is for
the 80% occupied lattice to have a density of 2.7% less than
the 100% occupied lattice. Thus, the observed 2.5% difference
in densities means that the lattice parameters for the 80%
occupied system are very close to those for the 100% occupied
case; this can be seen in Table S4 of the Supporting Information.
The empty cavities in the partially occupied systems remain
stable for the duration of the simulation, and the system volume
decreases little in comparison to the fully occupied case. It can
be seen that the density does not increase greatly as the pressure
increases from atmospheric to 100 MPa. For instance, the
density of the TIP4P-FQ system increases from 973 to 984 kg/
m3 over this range. Therefore, the increasing pressure does not
cause the hydrate lattice structure to distort significantly, even
in the case of the empty cavities, for 80% methane occupations.
Reference to Table S4 (Supporting Information) shows that the
TIP4P-FQ lattice parameter declines by 0.38 and 0.25% from
0.1 to 100 MPa for 80 and 100% occupation, respectively, while
the corresponding respective results for the SPC/E model are
0.38 and 0.42%.

The relative differences in the hydrate densities for the three
different models may be rationalized qualitatively by the extent
of hydrogen bonding and by the magnitude of the dipole
moment, in a similar way to the results for ice. The anisotropic
environment of the hydrate state accentuates the TIP4P-FQ
dipole moment and charge polarization relative to the isotropic
liquid state. In the hydrate state at 276 K, the molecular dipole
moment distribution of the TIP4P-FQ water molecules is
enhanced over the liquid value of 2.69( 0.2 D (at 275 K) to
values of 3.02( 0.15 and 3.04( 0.14 D for pressures of 0.1
and 100 MPa, respectively. The SPC/E and TIP4P-Ew dipole
moments remain at their respective monomer values of 2.35
and 2.20 D67 in the hydrate state. The greater extent of hydrogen

bonding and the larger dipole moment in the TIP4P-FQ potential
results in a lower system volume (and a higher density) relative
to the nonpolarizable potentials.

The results for the system density were in agreement for the
8- and 27-unit cell hydrate systems, at 9.5 MPa; the use of long-
range electrostatics renders the 8-unit cell system size adequate
for prediction of equilibrium properties. Simulations of empty
lattices were carried out for both system sizes at a pressure of
9.5 MPa. For the TIP4P-Ew model, these structures were stable
for the duration of the simulation (4 and 1 ns for the 8- and
27-unit cell systems, respectively), while the lattice structure
started to dissociate for the SPC/E and TIP4P-FQ potentials
after about 0.75 and 0.5 ns, respectively. The break-up took
place earlier for the 27-unit cell systems, after about 0.6 and
0.4 ns for the SPC/E and TIP4P-FQ models, respectively. The
extent of dissociation was monitored quantitatively using the
Báez and Clancy geometric criteria55 and occurred over periods
of 50-150 ps. It is interesting to note that the potentials with
the most pronounced hydrogen bonding exhibit the least stability
for the empty lattice. The absence of methane molecules in the
cavities removes the stabilizing influence of the guest-water
van der Waals interactions, which is required to a greater degree
for stability in a host lattice composed of more dipolar water
molecules.

As a typical example of the ACFs of the heat flux vector,
the one for the SPC/E potential in the fully occupied 8-unit
cell hydrate system at 9.5 MPa over the first 0.5 ps and from
0.1 to 2.5 ps is depicted in Figure 9a,b, respectively. The ACF
was calculated up to 20 ps, based on a 4 ns production

Figure 8. Calculated densities for occupied 8-unit cell hydrate systems.
TIP4P-FQ: -9-: 100% occupied; gray box: 90%; and-0-: 80%.
TIP4P-Ew: b: 100%; gray circle: 90%; andO: 80%. SPC/E:-[-:
100%; gray diamond: 90%; and-]-: 80%.

Figure 9. Heat flux ACF of 8-unit cell SPC/E hydrate system at 276
K and 9.5 MPa at 100% occupation after 1 ns. (a) 0-0.5 ps and (b)
0.1-2.5 ps.
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simulation, one of five independent simulations. The ACF
exhibits rapid fluctuations and decays to zero at long times. It
is evident that the amplitude of the successive peaks and troughs
decays slowly (Figure 9a,b). The ACF was integrated numeri-
cally using Romberg quadrature in conjunction with smooth
cubic spline interpolation to generate the required artificial ACF
values in between the sampling intervals of 1 or 1.5 fs.71 The
evolution of the estimate for the thermal conductivity is
illustrated in Figure 10 for all three water potentials for the same
system as shown in Figure 9. Although the integration of the
ACF was performed for the whole 20 ps, it is evident that the
estimate for the thermal conductivity converges within about 1
ps. No significant differences were observed between the 8-
and the 27-unit cell systems. Estimates of the thermal conduc-
tivity obtained at earlier points in the MD simulations (after 1,
2, and 3 ns for the 8-unit cells and 0.25, 0.5, and 0.75 ns in the
case of the 27-unit cells) were almost identical, indicating that
the simulations were of sufficient length to obtain accurate
results.

The estimates for the hydrate thermal conductivity from
molecular simulation are depicted in Figure 11a for the three
potentials as a function of the system pressure for 80, 90, and
100% methane occupations, along with their standard deviations.
In this case, the averages and standard deviations have been
defined over five independent simulations for each potential,
occupation, and state point, using ACFs of 20 ps duration. The
simulation results are also given in Table S5 of the Supporting
Information. Figure 11b shows the same data along with the
experimental results for the compacted samples and correspond-
ing standard deviations in the pressure range of 0-15 MPa.
The experimental data are contained in Table S6 of the
Supporting Information. The experimental pressures represent
methane pressures that were varied while the sample was
maintained under a slight compaction pressure to ensure contact
of the sample with the sensor. The values shown are for the
compacted sample that had been consolidated as described
earlier. Similar to the results presented in Figures 6 and 7, the
average of the experimental thermal conductivity data presented
in Figure 11b is 0.68( 0.01 W/(m‚K).

To gauge the effect of integration over longer ACFs on the
convergence of the estimate for the thermal conductivity, ACFs
with lengths of 20, 50, and 100 ps were defined from the set of
4 ns runs for 8-unit cell systems for each potential and state
point. This led to simulation/ACF sampling ratios of 400:1, 80:
1, and 40:1, respectively. In accord with the relatively rapid
convergence of the estimate in the examples of Figure 9b, it

was found that these different ACF lengths led to almost
identical results, well within the respective standard deviations.
Additional 10 ns NPT simulations were carried out for the three
potentials at 9.5 MPa and 276 K to allow for the definition of
20, 100, and 250 ps length ACFs (i.e., with respective sampling
ratios of 500:1, 100:1, and 40:1), but the results for the thermal
conductivity estimate were almost identical.

Five independent NVE simulations were carried out for each
potential at densities of 974.7, 945.1, and 939.9 kg/m3, for the
TIP4P-FQ, SPC/E, and TIP4P-Ew models, respectively. From
earlier results, these densities correspond to average pressures
of around 9.5 MPa. Using NPT configurations as input, the
pressure and temperature remained stable in these simulations.
The average and standard deviation results were 0.706( 0.017,
0.522 ( 0.017, and 0.558( 0.014 W/(m‚K) for the TIP4P-
FQ, SPC/E, and TIP4P-Ew potentials, respectively, which is in
agreement with the NPT results at this temperature and pressure
(cf. Table S5 in the Supporting Information).

It can be seen that the estimates using the TIP4P-FQ model
of 0.71-0.77 W/(m‚K) over the pressure and composition range
are in reasonable agreement with the experimental results, while
those of the SPC/E and TIP4P-Ew potential are some 20-30%
lower. As was the case for the system density, the results for
the thermal conductivity were in agreement for the 8- and 27-
unit cell systems, at 9.5 MPa. The thermal conductivities of
the 80% occupied systems are slightly higher than those of the
fully occupied systems. The increase ink with decreasing

Figure 10. Convergence of a thermal conductivity estimate for 8-unit
cell hydrate systems at 276 K for 100% occupation.

Figure 11. Thermal conductivity results as a function of pressure. (a)
Simulation results from 0.1 to 100 MPa; symbols same as in Figure 8.
(b) Experimental and simulation results compared over the range of
experimental pressures used. Simulation symbols same as in Figure 8.
Experimental data:4: 262 K; gray triangle: 275 K; and2: 277 K.
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occupation of the hydrate cages is consistent with the idea that
phonon scattering due to the guest molecules is responsible for
the unusually low thermal conductivity of methane hydrate.14-18

However, the overlapping of standard deviation bars makes any
definitive conclusion about the dependence ofk on occupation
difficult. Nevertheless, the thermal conductivity is not a strong
function of the occupation of the hydrate guest sites in the range
of 80-100% occupation. In addition, there does not appear to
be any trend of increasing thermal conductivity with higher
pressure in either the experimental or the simulation results.

As noted previously, the SPC/E and TIP4P-Ew thermal
conductivity predictions of 0.52-0.59 W/(m‚K) are in poorer
agreement with the experimental results over the pressure and
composition range than those of the TIP4P-FQ potential. The
greater propensity for the formation of stronger hydrogen bonds
for the TIP4P-FQ model, especially in the hydrate state where
the molecular dipole moment is enhanced relative to liquid
water, as noted previously, tends to increase the thermal
conductivity. Although the density of the hydrate system
predicted by the TIP4P-Ew model is about 0.6% lower than
that of the SPC/E potential (cf. Figure 8 and Table S3 of the
Supporting Information), the predictions for the thermal con-
ductivity by the TIP4P-Ew model are some 5% higher than those
of the SPC/E potential at 9.5 MPa, although the overlapping of
standard deviation bars in Figure 11a for the thermal conductiv-
ity estimates renders this observation tentative. As mentioned
earlier, the inclination of the TIP4P-Ew model to form a greater
number of hydrogen bonds may explain the higher thermal
conductivity relative to the SPC/E potential. It would appear
that the polarizability of the TIP4P-FQ model is an important
physical feature, especially in the heterogeneous environment
of the hydrate crystal, and this affords a more accurate prediction
of the thermal conductivity. This finding agrees with the
conclusions of earlier work on equilibrium properties of methane
hydrates.30

The computed values of 0.52( 0.015 and 0.56( 0.015
W/(m‚ K) for the thermal conductivity of fully occupied hydrate
at 9.5 MPa using the SPC/E and TIP4P-Ew models are in
reasonable agreement with the value of 0.52 W/(m‚K) for xenon
hydrate at 260 K reported by Inoue et al.15 The latter result
was found by using the TIP4P water model and the same
equilibrium technique to calculate the thermal conductivity based
on the ACF of the heat flux vector. However, the interaction
potentials were truncated smoothly at 8.665 Å, with no long-
range corrections applied.15 Furthermore, substantial differences
in the estimates for the thermal conductivity were observed
between equilibrium and nonequilibrium estimation tech-
niques.15

Conclusion

The thermal properties of a compacted methane hydrate
sample have been determined and compared to the reported
values in the literature. For thermal conductivity, our measure-
ments and those of Waite et al.2 indicate that the thermal
conductivity should be higher than previously reported values.
Our result of 0.68( 0.01 W/(m‚K), over the temperature range
of 261.5-277.4 K, is slightly higher than the average value of
0.62( 0.02 W/(m‚K) determined from the recently published
correlation of Waite et al.2 over approximately the same
temperature range. Molecular dynamics simulations have been
performed to calculate the thermal conductivity of a defect-
free methane hydrate crystal at 276 K over a methane occupation
range of 80-100% and a range of pressures. The average
thermal conductivity value obtained with the TIP4P-FQ model

was 0.74( 0.02 W/(m‚K). The use of the higher experimental
value for thermal conductivity of low-porosity methane hydrate
in reservoir production or climate change simulations appears
to be warranted. Similar conclusions regarding the thermal
diffusivity of compacted methane hydrate cannot be made. The
single-sided TPS values are lower than the few published
literature values. Further refinement of the single-sided TPS
technique is in progress at NETL to address this issue. The
thermal diffusivity values of Waite et al.2 should be used for
compacted methane hydrate.

As compared to the more traditional needle probe and double-
sided TPS techniques, the single-sided TPS technique is more
conducive to adaptation for field use in hydrate-containing
sediments and similar situations where sample penetration and/
or immersion of the sensor would be difficult. Potential
advantages of the single-sided TPS technique are that the sensor
only has to be pressed against the sample, sample disturbance
is minimal, and that it facilitates any subsequent analysis of
the sample that was in contact with the sensor.

With respect to the molecular simulations, the results for the
density and thermal conductivity were consistent for the 2× 2
× 2 and 3× 3 × 3 unit cell systems, indicating that the use of
long-range electrostatics renders the 2× 2 × 2 unit cell system
size adequate for the prediction of equilibrium properties. It was
found that the density did not increase significantly over the
pressure range from ambient to 100 MPa. Decreasing methane
occupation of the hydrate appears to result in a slight increase
in the thermal conductivity over the range of 80-100%
occupation. The computed thermal conductivities were virtually
independent of pressure over the pressure range studied. The
results for the thermal conductivity were 20-30% higher for
the polarizable TIP4P-FQ model than for the nonpolarizable
SPC/E and TIP4P-Ew potentials and were in better agreement
with the experimental results, given that some degree of
overestimation would be expected for nonporous, defect-free
lattices used in molecular simulation. The quality of the potential
models, in addition to the validity of the equilibrium estimation
technique for the thermal conductivity, were assessed by
comparison of molecular simulation predictions for ice and pure
water, and reasonable agreement was obtained with experimental
results, especially for the TIP4P-FQ model. It would appear
from observations of this study, and from previous work,30,46,67

that polarizability is an important aspect of water potential
models, especially in the inhomogeneous environment of
hydrates.

Although compaction of the hydrate samples reduced the
porosity to the lowest possible level attainable with the
experimental apparatus, the structural defects present in real
samples were not taken into account in the molecular simula-
tions, and it is unknown to what extent the inclusion of defects
would affect the molecular simulation findings. This would
represent a considerable future challenge for molecular simula-
tion, as the geometry of the systems would have to be prepared
very carefully, and very large systems would be required.
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