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Abstract

Advances in the semiconductor technology have enabled steady, exponential improvement

in the performance of integrated circuits. Miniaturization allows the integration of a

larger number of transistors with enhanced switching speed. Novel transistor structures

and passivation materials diminish circuit delay by minimizing parasitic electrical capac-

itance. These advances, however, pose several challenges for the thermal engineering of

integrated circuits. The low thermal conductivities of passivation layers result in large

temperature rises and temperature gradient magnitudes, which degrade electrical character-

istics of transistors and reduce lifetimes of interconnects. As dimensions of transistors and

interconnects decrease, the resulting changes in current density and thermal capacitance

make these elements more susceptible to failure during brief electrical overstress.

This work develops a set of high-resolution measurement techniques which determine

temperature fields in transistors and interconnects, as well as the thermal properties of their

constituent films. At the heart of these techniques is the thermoreflectance thermometry

method, which is based on the temperature dependence of the reflectance of metals. Spatial

resolution near 300 nm and temporal resolution near 10 ns are demonstrated by capturing

transient temperature distributions in interconnects and silicon-on-insulator (SOI) high-

voltage transistors. Analyses of transient temperature data obtained from interconnect

structures yield thermal conductivities and volumetric heat capacities of thin films.

The thermal transport property data provide deeper insight into the microscopic mech-

anisms of heat conduction in amorphous passivation layers and in crystalline semiconduc-

tors. The data for silicon-dioxide films deposited using various methods show that atomic

scale structural order and impurities affect the thermal transport properties of amorphous

materials. The in-plane thermal conductivities of single-crystalline silicon films with
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thickness down to 80 nm indicate that high-frequency phonons dominate heat conduction

in silicon near room temperature and above.

The experimental techniques and data of the present study aid with the simulation

of temperature fields in integrated circuits. The theoretical understanding achieved in

this work also assists the analysis of non-local heat transfer in semiconductors and the

development of new materials for passivation layers.
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Nomenclature

� = effective lattice constant, mP

� = temperature dependent coefficient in the expression for the

phonon - phonon scattering rate (Eq. 5.6)
b� b�� = heat capacity per unit volume, J m K

b� b����� = spectral heat capacity per unit volume, J m K
b�� = thermoreflectance coefficient, K75

� = relative atomic concentration of isotope
b�� = phonon density of states per unit volume, m

� = thickness of a film, m
� b�� = relative energy density of phonons as defined in Eq. (5.13), J m
�� b�� = relative energy of phonons per unit volume per unit solid angle, J m

b�	 = average force constant, N m

	 = effective heating frequency, HzH

	 = Joule heating frequency, HzK

b���
 = Planck constant divided by 2� = 1.055 �10 J s
b� b�� = thermal conductivity, W m K

b� b�� = thermal conductivity in the in-plane direction, W m K�

b� b�� = thermal conductivity in the out-of-plane direction, W m K�

b�� b�� = Boltzmann constant = 1.38 � 10 J K%

� = imaginary part of the complex index of refraction of base materialEDVH

� = temperature derivative of the imaginary part of index of refraction7�$O

b�of aluminum, K


 = overlayer thickness or stripe length, m
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� = average mass of atoms, kg

� = exponent representing the frequency dependence of phonon-phonon

scattering rate

� = index of refraction of airDLU

�� = complex index of refraction of base material, � � i�EDVH EDVH EDVH

� = real part of the complex index of refraction of base materialEDVH

� = index of refraction of an overlayer materialRYHU

� = phonon occupation numberaT

� = temperature derivative of the real part of the index of7�$O

b�refraction of aluminum, K

� = temperature derivative of the index of refraction of a7�6L2�

b�silicon-dioxide overlayer, K
� b�� = power dissipated per unit length, W m

b�� = heat flux, W m
b��� = phonon wavevector, m

� = reflectance or ionic radius
� b�� = thermal boundary resistance, m K WV

�� � � � = reflection amplitude coefficients� �

� = temperature, K

� = lattice temperature as defined in Eq. (5.16), K/

� = time after pulse initiation, s
�� = atomic volume, m�

b�� = phonon velocity, m s
b�� = phonon group velocity, m sJU

b�� = phonon phase velocity, m sSK

� = stripe width, m

� = reduced phonon frequency (= �
��� � )%

or coordinate along interconnect structures, m

� = coordinate along drift regions of power transistors, m
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Greek Symbols

� = a complex number representing the ratio between film thickness

and heat diffusion depth

 = ratio between film thickness and bulk phonon mean free path

� = phonon-isotope scattering strength

! = average Gruneisen number¨

� = phonon mean free path, m

" = wavelength in vacuum of probe laser, m

# = direction cosine

� = a function that characterizes the departure from equilibrium of

phonon occupation number

$ = circumferential angle

% = phonon single-mode relaxation time, s

& = characteristic temperature of phonons, K

' = effective phonon relaxation time, s

' = phonon-isotope scattering time, s,

' = phonon-phonon scattering time, sSS

� = phonon angular frequency, Hz

Subscripts

� = property or dimension of aluminum layer

(�)� = property of base material

(*+� = property of bulk sample

�� = quantity under equilibrium condition

	� 	,+� = property of thin film

, = index for isotope of type-i


 = quantity pertaining to the longitudinal mode

� = property or dimension of metal layer

- = property or dimension of silicon-dioxide layer
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-��� = property or dimension of overlayer

� = quantity pertaining to the propagation phonon mode

� = quantity pertaining to the reservoir phonon mode

��	 = reference quantity

. = quantity at the surface

)*( = quantity pertaining to substrate

� = quantity pertaining to the transverse mode
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Chapter 1

Introduction

1.1 Thermal Issues in Integrated Circuit Elements

1.1.1 Current Trends in IC Technology

Miniaturization of circuit elements has played an essential role in improving the perfor-

mance, capacity, and functionality of semiconductor integrated circuits. Transistors with

shorter channel lengths can switch faster. The capability to integrate a larger number of

devices generally translates into enhanced capacity and functionality. For these reasons,

the semiconductor industry is expected to continue its miniaturization efforts in the coming

decades. Indeed, minimum feature sizes of integrated circuit components are projected to

reach the sub-0.1 #m regime during the first decade of the 21st century. A recent study

(Timp et al., 1997) demonstrated the operation of field-effect transistors with 61 nm gate

width.

Reducing lateral dimensions of transistors and interconnects, however, is only one

aspect of semiconductor technology development. To meet future demands on integrated

circuits, progress in other areas, such as introduction of new device structures and materials

with superior properties, is also necessary. One example is devices built on silicon-on-

insulator (SOI) substrates, which consist of thin silicon device layers and buried insulating

layers. Schematic diagrams of the cross section of an SOI field-effect transistor and a

1



2 MICROSCALE HEAT CONDUCTION IN ICs

Figure 1.1: Schematic diagrams of the cross-section of (a) silicon-on-insulator (SOI) and
(b) double-gate field effect transistors.

related double-gate structure are shown in Fig. 1.1. SOI devices offer significant per-

formance advantages over circuits fabricated from conventional bulk silicon substrates

(Colinge, 1991). The advantages at the device level include reduced values of the thresh-

old voltage, the leakage current, and the junction capacitance, which are promising for

high-frequency, low-power circuits. For high-power circuits, SOI technology is interesting

because the buried oxide can increase the breakdown voltage of devices and can facilitate

the integration of multiple devices onto a single chip. In addition to new types of devices,

recent research has focused on new passivation materials with low dielectric constants,

generally referred to as low-k dielectrics. This has been motivated by the need to diminish

interconnect RC delay, which recently has begun to account for a large fraction of overall

circuit delay in advanced logic circuits. The interconnect delay can more than offset the

performance gain achieved by reducing channel lengths and/or by using SOI substrates.
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CHAPTER 1. INTRODUCTION 3

While these advancements offer tremendous benefits in electrical performance of in-

tegrated circuits, they raise several thermal issues that must be properly addressed to take

full advantage of potential improvement and to ensure reliable operation. The follow-

ing sections discuss these thermal problems and challenges they pose to the analysis and

characterization of IC elements.

1.1.2 Challenges Associated with Miniaturization

Since the mobility of charge carriers is a function of temperature, a knowledge of the

temperature field in a device is a prerequisite for accurate predictions of the behavior

of the device under various operating and stressing conditions. For this reason exist-

ing simulation tools solve the heat diffusion equation together with equations describing

charge carrier concentration and energy distributions. As semiconductor devices continue

to shrink, however, the validity of the heat diffusion equation needs to be carefully scru-

tinized. Continuum description of heat transport is no longer valid when characteristic

system dimensions are comparable to or smaller than the heat carrier mean free path. The

non-local non-equilibrium nature of heat transport causes the spatial temperature and heat

flux distributions to deviate considerably from the predictions of the diffusion equation

(Mahan and Claro, 1988; Chen, 1997a).

To illustrate this idea more quantitatively, the temperature rise of a spherical heat

source embedded in an infinite medium is calculated using both the diffusion equation

and the Boltzmann transport equation (BTE). The situation approximates that in a field-

effect transistor, where heat generation is highly localized to a region near the drain

junction. For simplicity, heat carriers are assumed to have an energy-independent mean

free path, which is the average distance traveled by the heat carriers between successive

scattering events. The temperature of the medium at infinity is maintained at � . In the�

limit where the mean free path is negligible compared with the heat source radius, the

solution of the Boltzmann equation coincides with that of the diffusion equation. The

two solutions deviate from each other when the mean free path is comparable to or larger

than the heat source radius. Figure 1.2 plots the ratio between the calculated temperature

differences, which grows approximately linearly with the mean free path.



4 MICROSCALE HEAT CONDUCTION IN ICs

Figure 1.2: Ratio of the temperature rises of a spherical heat source embedded in an infinite
medium calculated using the diffusion equation and the Boltzmann transport equation.

One major challenge in the microscopic analysis of energy transport lies in accurate

determination of the heat carrier mean free path. In crystalline semiconductors heat

is transported predominantly by phonons, which are energy quanta of lattice vibrations

(Fulkerson et al., 1968). Direct measurements of the phonon mean free path have been

difficult due to the inadequate energy resolution of phonon spectroscopy using X-ray or

neutron beams. The only practical way to estimate the phonon mean free paths has been

to use semi-phenomenological models for the thermal conductivity of semiconductors.

A number of models have been developed which reproduce the experimental data of

bulk semiconductors reasonably well. But it is unclear whether this agreement can be

interpreted as a definite proof of the validity of a particular model. The nonuniqueness

of adjustable model parameters, for instance, led to contradictory conclusions regarding
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CHAPTER 1. INTRODUCTION 5

the role of high-frequency phonons in heat conduction (Sood and Roy, 1993). More

experimental as well as theoretical studies are needed to resolve this issue.

1.1.3 Challenges Associated with SOI Devices

The size effect on the thermal conductivity of thin silicon films is also expected to affect

the thermal conduction cooling of SOI devices. Lateral heat conduction in the device layer,

which is typically less than 100 nm thick, is impeded by phonon-boundary scattering. A

similar problem exists for a double gate structure illustrated in Fig. 1.1. Reduced lateral

heat conduction, combined with the presence of a buried amorphous silicon-dioxide layer,

significantly impairs vertical and lateral cooling of active regions and causes the peak

temperature rises in SOI devices to be much higher than that in comparable bulk devices.

The impact of the higher temperatures on device behavior and on device and metallization

reliability needs to be carefully considered as part of the circuit design process.

Low-power circuits make use of exceptionally short and thin channel regions, which

increase the peak junction temperature by diminishing its thermal capacitance and by

strongly reducing the ability of the silicon to laterally conduct heat away from active

regions. The strong temporal dependence of the thermal impedance causes model param-

eters extracted using steady-state measurements to be inappropriate for transient circuit

simulations. Temperature-dependent device model parameters such as the low-field mo-

bility and the saturation velocity can only be extracted through careful consideration of

the temperature fields that prevail in devices during electrical characterization. Figure 1.3

shows the results of transient measurements of the current-voltage characteristics of SOI

MOSFETs, which were obtained by applying electrical pulses to the drain (Yasuda et al.,

1991). At short times after the pulse initiation, the temperature rise was smaller, and the

drain current was found to be higher than that corresponding to steady-state operation.

One exception is at small drain biases, where the temperature rise is small due to the

lower amount of heat generation even at steady state. Figure 1.3 shows that self-heating

causes the drain conductance to vary by more than 15 percent for large drain voltages

depending on the timescale of the electrical stress.
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Figure 1.3: Current-voltage characteristics of a silicon-on-insulator transistor measured
under pulsed and steady-state operating conditions.

The motivation for studying SOI temperature fields is particularly strong in connection

with the reliability engineering of devices that must withstand large electrical stresses

during short timescales. The rapid temperature rise during brief electrical overstress is

known to be responsible for failures of transistors (Amerasekera and Duvvury, 1995).

For heating events with duration less than a few microseconds, such as in electrostatic

discharge (ESD), electrostatic discharge (ESD) thermal conduction is confined within a

few micrometers of active regions, within which the buried oxide exerts a particularly

large impact on thermal conduction cooling. Figure 1.4 plots the failure voltages of SOI

transistors subjected to human-body-model (HBM) electrical stresses (Chan, 1995). The

HBM emulates the discharge process resulting from physical contact of a chip with a

human body. The failure voltage increases with device layer thickness, which reflects
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Figure 1.4: Experimentally determined electro-static discharge (ESD) failure voltages of
SOI transistors as a function of device layer thickness.

the significance of heat conduction along silicon device layers on device temperature

rises. The prediction shown in Fig. 1.4 corresponds to the bias voltage that results in

a threshold peak temperature (Amerasekera and Duvvury, 1995) as predicted by solving

the heat diffusion equation. Brief transient heating can also be very important for SOI

power devices. The resulting temperature increase can augment thermal instability among

multi-finger bipolar devices, reduce the electrical conductance of field-effect transistors,

and reduce the lifetime of devices and metallization.

The analysis and design of SOI devices require accurate property data for constituent

materials and thermometry to verify predictions. No experimental data exist for the thermal

conductivity of silicon films with thickness of practical importance. Existing thermometry
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techniques can provide only spatially averaged temperature fields, which are inappropriate

especially for SOI power transistors with considerable temperature nonhomogeneity.

1.1.4 Challenges Associated with New Passivation Materials

Thermal design is of growing importance for interconnect structures in integrated circuits,

because their reliability can be strongly influenced by temperature fields. The median

time to failure of metallization due to electromigration decreases rapidly with increasing

temperature and current density (Black, 1969). This is particularly important for modern

integrated circuits incorporating multi-level interconnects. Upper-level interconnects are

separated from the substrate by thick passivation layers, which strongly impede thermal

conduction cooling. Also important are spatial temperature gradients, which can affect the

failure locations and median time to failure. The temperature rise can vary significantly

along an interconnect because of nonuniform heating induced by contacts, corners, and

vias.

Interconnects also fail due to brief, high-current pulses encountered during initializa-

tion of field-programmable gate arrays (Murguia and Bernstein, 1993; Scarpulla et al.,

1996) and electrostatic discharge (ESD) (Maloney and Khurana, 1985; Banerjee et al.,

1996). The temperature distribution and hence failure locations can vary dramatically

depending on the duration of the electrical stress. While the exact failure mechanism is

not well understood, melting and delamination of interconnects and the fracture of the

surrounding passivation have been considered responsible.

Interconnect thermometry is required to investigate the failure mechanisms and to iden-

tify possible threshold temperatures and current densities for their occurrence. One method

for measuring the temperature of VLSI interconnects is to monitor their temperature-

dependent electrical resistance (e.g. Maloney and Khurana, 1985), which yields the

spatially-averaged temperature rise along the interconnects. Several optical methods, in-

cluding infrared thermography (Kondo and Hinode, 1995), fluorescence thermography

(Sakimoto et al., 1995), and laser-reflectance thermometry (Clayes et al., 1993) offer the

advantage of the ability to spatially map the temperature distribution. Little attention,
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however, has been paid to thermal mapping of interconnects subjected to brief electrical

stresses.

The problem of interconnect thermal failure is becoming more acute with the emer-

gence of a large number of new passivation materials with low dielectric constants, such

as porous oxide, and polymers. These new materials are highly disordered and expected

to be poor thermal conductors, but their thermal transport properties are not well char-

acterized and understood. A variety of techniques have been developed to determine the

thermal conductivity of thin films, especially that in the out-of-plane direction. Reviews

of these techniques are available in the literature (Cahill, 1997). Relatively few studies

have been devoted to the determination of thermal conductivity anisotropy and volumetric

heat capacity of thin films and their process dependence.

1.2 Scope of Research

The present work develops techniques for the thermal characterization of integrated circuit

elements and thin layers of practical importance. A key to these techniques is high spatial

and temporal resolution thermometry, which yields transient temperature distributions in

integrated circuit elements and thermal property measurement structures.

The primary goal of the measurements of temperature fields in IC elements is to

demonstrate quantitative measurements with high temporal and spatial resolution. An

optical thermometry technique is developed that utilizes the temperature dependence of

reflectance of metal. Particular emphasis has been placed on temperature calibration and

possible influence of passivation layers on the calibration coefficients. The major accom-

plishments in this part of the present work include: construction of a scanning optical

reflectance thermometry setup which combines a high power optical microscope with an

electrical probe station; development of calibration techniques suitable for integrated cir-

cuit elements; and investigation of the effects of duration of electrical stresses and device

geometry on temperature distributions in SOI power transistors and interconnects.
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The thermometry technique is also applied for the thermal characterization of thin

films. This utilizes the quantitative relationship between the temperature rise in micro-

fabricated measurement structures and the amplitude and frequency of applied harmonic

heating. Most previous studies focused only on the thermal conductivity in the out-of-

plane direction. Here, high spatial and temporal resolution thermometry techniques allow

the determination of thermal conductivity anisotropy and volumetric heat capacity. One of

the major accomplishments is to develop the capability to extract both quantities without

subjecting samples to disparate and demanding processing steps. The property data for

CVD silicon dioxide allow some conclusion to be drawn about the nature of heat con-

duction in amorphous materials, which is useful in optimizing processing conditions for

future passivation layers.

The thin film thermal characterization techniques are extended to the measurements of

thermal conductivities of thin crystalline silicon layers. The two primary goals are to help

elucidate mechanisms of phonon heat conduction in silicon and to provide data that can be

employed in the thermal analysis of SOI devices. The in-plane thermal conductivities of

mono-crystalline silicon layers as thin as 80 nm are obtained for the first time. Scattering

of phonons at the film boundaries causes the conductivity to be reduced significantly from

the bulk value. The size effect allows indirect measurements of the average mean free

path of carriers. A phonon thermal conductivity model is constructed which captures

the essential physics but avoids complications arising from a large number of unknown

parameters. The model is compared with data obtained from various well-controlled

experiments, from which important conclusions about the nature of heat carriers in silicon

are deduced.

1.3 Thesis Overview

Chapter 2 reviews thermometry techniques that have been applied to the thermal charac-

terization of microdevices and thin films. The techniques are divided into two groups,

electrical and optical, according to the primary physical quantity measured.

Chapter 3 describes the thermoreflectance technique and related experimental details.

Theoretical background is first presented, which includes discussion of various factors
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that affect the calibration coefficient. This is followed by the description of calibration

methods and experimental apparatus. Measurement results are presented on SOI high-

voltage transistors and interconnects subjected to brief electrical pulses.

Chapter 4 discusses experimental techniques to determine the out-of-plane thermal

conductivity, volumetric heat capacity and the in-plane thermal conductivity of thin films.

The thermometry technique described in Chapter 3 forms the basis of these techniques.

After presenting background information on thermal conduction in amorphous solids, we

discuss experimental results on process-dependent thermal transport properties of silicon

dioxide. The implication of these results on the heat conduction mechanism in amorphous

solids is discussed.

Chapter 5 presents measurements and analyses of thermal conductivities of thin crys-

talline silicon films. The chapter begins with theoretical discussion of the phonon spectra

in silicon and motivates measurements. The extension of the in-plane thermal conductiv-

ity technique of Chapter 4 to single-crystal silicon and its validation are described. The

thermal conductivity data are interpreted using a model developed here on the basis of a

solution to the phonon Boltzmann transport equation.

Chapter Six summarizes the present work and provides recommendations for future

work.
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Chapter 2

Review of Microscale Thermometry

Techniques

There has been considerable progress in recent years in thermometry techniques that

characterize microdevices and their constituent materials. Some of these techniques are

applicable for both device and material characterization while others are suitable only

for device thermometry. This chapter reviews thermometry techniques for microdevices

and microstructures. The techniques are categorized depending on whether they employ

electrical or optical signals.

2.1 Electrical Methods

Relatively simple experimental setups have made electrical thermometry techniques pop-

ular among researchers investigating thermal characteristics of microdevices. Some of the

more accurate transport property measurement techniques have also employed electrical

thermometry techniques.

2.1.1 Electrical Resistance Thermometry

A thermometry method that lends itself most readily to precise calibration uses patterned

bridges made from metals or doped semiconductors. The electrical resistance of the

13
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bridge varies with temperature due to the temperature dependence of the electron-phonon

scattering rate and, for the case of a semiconducting bridge, also the carrier concentration.

The electrical resistance thermometry technique is very attractive for situations where

spatial temperature distributions are not important.

One application is interconnect thermometry with the interconnect serving as the ther-

mometer. Maloney and Khurana (1985) and Banerjee et al. (1996) performed transient

electrical-resistance thermometry of interconnects subjected to current pulses of duration

less than 1 #s. Estreich (1989) used gate metals of GaAs metal-semiconductor field-

effect transistors (MESFETs) as thermistors to measure steady-state channel temperatures.

Mautry and Trager (1990) and also Goodson et al. (1995) adopted a similar technique to

study the self-heating of compact field-effect transistors (FETs) made of bulk silicon and

silicon-on-insulator (SOI) wafers, respectively. Using polysilicon bridges patterned above

the active region, Leung et al. (1995, 1997) performed thermometry of the high-power

SOI transistors.

Electrical resistance thermometry has also been used extensively for the measurement

of thermal transport properties of dielectric and semiconducting materials in microdevices.

Steady-state techniques induce Joule heating in a patterned bridge and measure resulting

temperature rises in the same and nearby bridges to extract thermal conductivity of dielec-

tric layers (Swartz and Pohl, 1987; Orchard-Webb, 1991; Goodson et al., 1994; Kleiner et

al., 1996). Some transient techniques apply electrical pulses (Okuda and Ohkubo, 1992)

or periodically varying currents (Gustafsson et al., 1984; Cahill, 1990) to a bridge, which

serves both as a heater and a thermometer. Chen et al. (1994) heated thin-film samples

with a modulated laser beam and detected frequency response of temperature rise in a

thin-film resistive sensor. A closely related technique employs microfabricated thermo-

couple stripes or junctions. This technique also found applications in thermal conductivity

measurements (Graebner et al., 1992; Borca Tasciuc and Chen, 1997).

The principal benefit of patterned electrical-resistance thermometers is that they can

be precisely calibrated, which enables accurate thermal characterization of devices and

material properties. This approach, however, has several limitations: 1) The thermometer

provides only spatially-averaged temperature along a patterned bridge at a single location.
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High spatial resolution can be achieved only in one dimension, and temperature distri-

butions cannot be readily captured. 2) In the thermometry of microdevices, capacitive

coupling between the circuits and reflection of voltage signals within the circuit limit the

temporal resolution to a few hundred nanoseconds. 3) Devices often need to be modified

in a nontrivial way.

2.1.2 Scanning Thermal Microscopy

The invention of the scanning tunneling microscope (STM) and the atomic force micro-

scope (AFM) have made possible unprecedented spatial resolution in surface characteri-

zation. Among them are techniques to interrogate temperature or thermal properties. The

scanning thermal profiler of Williams and Wickramasinghe (1986) uses heat transfer as a

feedback mechanism for the tip-sample separation. Variations in the thermal properties of

samples were qualitatively mapped by Nonnenmacher and Wickramasinghe (1992) using

a heated scanning STM probe and by Maywald et al. (1994) using a heated AFM probe.

Majumdar et al. (1993) replaced the cantilever in an AFM with thermocouple wires

whose junction formed a scanning probe tip. Luo et al. (1996) developed a new fabrica-

tion technology that yields thermocouple junctions of dimensions comparable to 100 nm

near the tip of a silicon nitride cantilever probe and captured temperature distributions in

a semiconductor laser (Luo et al., 1997).

Scanning probe microscopy has the potential to provide the best spatial resolution

for microdevices. There are important drawbacks with this approach: 1) The tip-surface

thermal conductance is influenced by topographical features, such that the tip-surface

temperature drop may vary during a scan. This leads to spurious information in the shape

of measured temperature profiles. Topographical features also result in an increase in

the effective size of the temperature sensing region and degrade spatial resolution. 2)

The temperature drop between the scanning tip and the surface is difficult to determine

precisely, such that the magnitude of temperature rise cannot usually be determined with

low uncertainty. 3) Capacitive coupling between the probe and a device under test obscures

temperature signals at short timescales.
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2.1.3 Thermometry Using Temperature Sensitive Electrical Parame-

ters

The electrical behavior of a transistor and its component junctions can be strongly influ-

enced by temperature. This makes possible thermometry of a transistor with little or no

modification. The sensitivity for thermometry can be greatest for diodes within semicon-

ductor devices, such as the base/emitter diode in a bipolar transistor and the drain/channel

or source/channel diodes in field-effect transistors (Blackburn,1988; Cain et al., 1992).

Zweidinger et al. (1996) proposed a systematic approach to extract the thermal impedance

of bipolar transistors based on temperature sensitive electrical parameters (TSEP’s).

The pre-selected TSEP is first calibrated using an external temperature controller.

During the calibration step, the heat generation inside the device should induce a negligible

temperature rise. During the measurement, the device is heated using an electrical current

of magnitude typical during operation. The device operation is interrupted briefly, and

the TSEP is monitored using the lower calibration current. Junction temperatures in high-

frequency power transistors were measured by Cain et al. (1992) using the base-emitter

voltage as a TSEP. Liu and Yuksel (1995) used the turn-on voltage of AlGaAs/GaAs

bipolar transistors under given collector current for thermometry. Arnold et al. (1994)

used the low-current drain-source voltage across SOI power transistors to determine the

transient temperature rise. The drain conductance served as a TSEP in the study of

self-heating effects in SOI MOSFET’s (Tenbroek et al., 1996).

The major advantage of TSEP thermometry is that it can be performed on fully pack-

aged devices with little or no modification. The temperature is measured directly within

the transistor rather than at the surface of a sample, which is the case for the scanning

thermal microscopy and most of the optical methods. This can be important when there

are thick passivation layers separating active regions from the surface. But there are

major drawbacks associated with TSEP thermometry: 1) The thermometry provides only

a weighted-average value of temperature in a device. 2) The calibration is carried out

under isothermal condition, which does not reflect nonuniform temperature distribution

in the device under operating conditions. 3) The low-power calibration condition cannot

be established in the transistor with arbitrary speed due to switching transients. This
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leads to temporal delay between the termination of normal operation conditions and the

thermometry that can be comparable to or larger than 1 #s. The device cooling can be

significant during this period.

2.1.4 Noise Thermometry

The rate of current flow through an electrical resistor experiences statistical fluctuations

at a finite temperature, which induces thermal voltage noise. The thermal voltage noise
� �associated with a resistance R is given by �	� ���	� , where �	 is the frequency%

bandwidth under consideration. Measurement of the thermal voltage noise of a resistor

can thus yield its temperature. Bunyan et al. (1992) fabricated a doped polysilicon resistor

normal to the direction of a current flow in a SOI MOSFET and within the plane of the

substrate. The noise associated with this resistor was monitored during operation of the

transistor, providing data for the steady-state channel temperature. The noise thermometry

technique requires special device structures and can only provide average temperature

information.

2.2 Optical Methods

Every solid exhibits temperature dependence of its optical properties, which can form a

basis for various optical thermometry techniques. Some methods use radiation interaction

with the surface of a metal, semiconductor or other special thin layer, such as liquid

crystal. In other cases transmission of radiation through a dielectric or semiconducting

layer is probed. Optical methods provide spatial temperature distributions and have the

potential to achieve high temporal resolution by not contributing to the thermal mass or

the electrical capacitance of the system. Some optical methods do not require physical

contact with the sample, eliminating the possibility of spurious influences of a probe on

the temperature field.
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2.2.1 Thermoreflectance Technique

Thermoreflectance thermometry detects temperature changes near a surface using the de-

pendence of the optical reflectance on temperature (Cardona, 1969). Relative change in

the optical reflectance per unit temperature change is termed the thermoreflectance coef-

ficient. The thermoreflectance coefficient varies strongly with material and probe beam
b� b�wavelength, and its typical magnitudes range from 10 to 10 for metals and semi-

conductors. The thermoreflectance technique is promising for rapid thermal mapping of

microdevices. A temporal resolution better than 1 ns has already been demonstrated on

flat metal surfaces heated with picosecond laser pulses (Eeseley, 1983). The temporal

resolution is ultimately limited to the order of the relaxation times associated with the

microscopic scattering processes governing the reflectance, which is typically of the order

of picoseconds in metals. Also promising is the opportunity to use radiation wavelengths

for which most passivation layers are transparent. The spatial resolution of this technique

is limited by the diffraction of the probe beam and can be comparable to the wavelength

of the beam. Further details of the technique will be provided in Ch. 3.

The technique is most readily applied to metal interconnects, whose temperature fields

were captured in near steady-state (Claeys et al., 1993). The small radiation penetration

depth in metals allows a precisely defined measurement location. Temperature rises in

semiconductor regions were also captured. Epperlein (1993) and Mansanares et al. (1994)

studied the impact of temperature fields on the failure of semiconductor lasers, and Abid

et al. (1996) captured temperature distributions in large-area power transistors.

The thermoreflectance technique has also been applied for the extraction of thermal

properties of thin films. Thermal transport in metal films was investigated (Clemens et al.,

1988; Miklos and Lorincz,1989) by monitoring the shape of the temperature decay after´ ¨

the termination of a short-duration heating laser pulse. A similar technique has been used

to extract the thermal conductivity of dielectric materials (Fanton et al., 1989; Kading et¨

al., 1994; Capinski and Maris,1996).

The disadvantages of the technique are: 1) Interaction of incident radiation with active

regions of semiconductor devices can influence the device operation and complicate the
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extraction of temperature through electro-optical effects. 2) Calibration is complicated by

the presence of different materials and topography.

2.2.2 Thermal Expansion Thermometry

Thermal expansion of solids can be measured with high precision using optical interfer-

ometry or scanning probe microscopy, which provides information on local temperature.

Martin and Wickramasinghe (1987) studied current distributions in microcircuits using

this principle. Claeys et al. (1993) measured the dilatation at the surface of an electri-

cally biased FET using a similar approach. Majumdar and Varesi (1997) used an atomic

force microscope instead of an optical interferometer to measure thermal expansion. Since

thermal expansion is a function of the temperature field throughout the device and neigh-

boring substrate, local temperature information is difficult to obtain. The problem is more

acute for semiconductor devices, which consist of multilayers with vastly differing thermal

expansion coefficients.

2.2.3 Micro Raman Spectroscopy

Raman spectroscopy examines inelastic photon-phonon scattering processes in a crystal.

The scattering of the incident photons by phonons in a crystal leads to shift in energies

of the outscattered photons and the creation or annihilation of an optical phonon. The

probability of the inelastic scattering is temperature-dependent and is related to the oc-

cupation number of optical phonons. Micro Raman spectroscopy uses highly focused

laser light to perform thermometry with resolution better than 1 #m. Ostermeir et al.

(1992) employed the Raman technique to acquire temperature distributions in silicon

MOSFETs. Brugger and Epperlein (1990) determined the surface temperature profile in

quantum well lasers, which correlated well with laser degradation. The drawbacks as-

sociated with this technique include the unknown influence of incident radiation on the

device behavior and ill-defined vertical measurement locations due to the finite radiation

penetration depth. Relatively complicated and time-consuming measurement procedure

makes transient measurements very difficult.
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2.2.4 Photothermal Deflection Method

The temperature-dependence of the index of refraction of a material can be monitored

through the deflection of a transmitted beam. A refractive index gradient formed in the

gas layer adjacent to a heated sample surface alters the propagation direction of a beam, a

phenomenon generally called the mirage effect (Boccara et al., 1980). Detection of beam

deflection yields information on the surface temperature, which can be subsequently used

to extract thermal properties of solids. Deboy et al. (1996) applied a similar method to

solids and measured the average temperature along a laser beam path through semiconduc-

tor devices. The average device temperature was deduced using independent data for the

temperature dependence of the index of refraction and carrier-induced absorption. Prob-

lems with this approach include the arduous sample preparation process, which is required

to provide optical access to both sides of the device, and the difficulty of performing a

precise calibration. This technique is poorly suited for interrogation of active regions of

devices because of the impact of photogeneration on device operation and electro-optical

effects.

2.2.5 Liquid Crystal Thermometry

Liquid crystal thermometry has been available for more than two decades (e.g., Caroll,

1973; Meier et al.,1975) and has been used predominantly for the qualitative detection of

hotspots in integrated circuits (Beck, 1986). Some liquid crystals operate at temperatures

up to a few hundred degrees. Significant efforts are required if quantitative temperature

information is needed.

Liquid crystals have been used for thermometry in the cholesteric phase by exploiting

temperature dependence of their color. Fergason (1968) discussed the possibility of a

spatial resolution of 25 #m and temperature resolution of 0.1 K using this approach. A

second approach is to utilize the transition of crystals between the nematic and the isotropic

phases (Stephens and Sinnadurai, 1974). The nematic phase changes the polarization state

of light reflected from it, while the isotropic phase does not. Polarization optics allows

regions coated with the nematic and isotropic crystals to be distinguished with spatial

resolution of a few micrometers (Aszodi et al.,1981). The use of nematic/isotropic phase
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transition, however, suffers from the drawback that only one isotherm can be obtained

each time. Active control of environmental temperature to get multiple isotherms was

suggested to circumvent this difficulty (Stephen and Sinnadurai, 1974).

2.2.6 Infrared (IR) Thermometry

Infrared thermometry technique utilizes the fact that electromagnetic radiation emitted

from a solid can be correlated to its temperature. By measuring the spectral distribution

of emitted radiation or total emitted power, the temperature of a solid can be determined.

This process requires calibration of the emissivity, which varies with materials, surface

conditions, and wavelengths (Bennett and Briles, 1989). The spatial resolution is limited

by diffraction to the order of the interrogated wavelength. The wavelength at which the

blackbody radiation peaks is near 10 #m at room temperature, a resolution which renders

IR thermography appropriate for qualitative thermal mapping over relatively large regions

of an integrated circuit. One interesting application is demonstrated by Kondo and Hinode

(1995), who employed IR thermometry to study the long timescale failure of interconnect

structures. Recently Feng et al. (1996) and Boudreau et al. (1997) made use of tapered

optical fibers with aperture size of the order of a micrometer to improve the spatial

resolution. The implementation suffered from difficulties associated with calibration and

strong thermal emission from a metal coating, which was necessary to reduce the aperture

size.

The thermal diffusivity of a thin film was measured by heating the sample surface with

a pulsed laser and monitoring the decay in surface temperature by means of IR thermometry

(de Jesus and Imhof, 1995). Graebner (1995) produced a transient thermal grating and

observed its time evolution using an infrared detector to obtain thermal diffusivity of thin

films in the in-plane direction.

2.2.7 Photoluminescence Thermometry

Photoluminescence (PL) occurs when a system makes transition to a higher energy level

by absorbing a photon and then spontaneously decays to a lower energy level, emitting a
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photon in the process. The photoluminescence spectra is wavelength and temperature de-

pendent, enabling the interrogation of temperature fields. Hall et al. (1992) obtained tem-

perature profiles in a diode laser by monitoring the peak wavelength of the PL spectrum,

which varies roughly linearly with temperature. Similar measurements were conducted on

pseudomorphic high-electron-mobility transistors (Landesman et al., 1998), whose oper-

ating temperature was deduced from the shift in wavelength of the PL peak. Since carrier

concentration, surface band-bending, other effects can contribute to a band-gap shift and

hence the PL spectrum, (Hall et al., 1992), direct application of the PL thermometry over

the active regions of devices requires extra care.

Another approach, termed fluorescence thermometry, uses the temperature dependence

of the fluorescence quantum efficiency of thin-film coatings. One commonly used coating

contains europium thenoyltrifluoroacetonate (EuTTA) (Kolodner and Tyson, 1982), which

emits visible light at around 612 nm when irradiated by ultra-violet radiation (340-380

nm). The intensity of stimulated fluorescence varies exponentially with the film tem-

perature. Temperature fields in a device can be extracted by measuring the fluorescence

intensities with and without electrical bias and subsequently comparing the two intensities.

Kolodner and Tyson (1983) demonstrated a spatial resolution of 0.7 #m. The temporal

resolution has not been investigated, although the fluorescence decay time of around 200

#s is measured for EuTTA. Disadvantages of this technique include the practical diffi-

culties associated with sample preparation, the degradation in the fluorescence properties

of the EuTTA films during lengthy exposure to the UV radiation, and the effect of film

dilution on sensitivity (Barton and Tangyunyong, 1996).



Chapter 3

High Spatial and Temporal Resolution

Thermometry

The preceding chapter provides an overview of thermometry techniques applicable for

microdevices and microstructures. The present research realizes the potential for high

temporal and spatial resolution of the thermoreflectance technique thermoreflectance tech-

nique by developing an experimental setup that combines diffraction limited optics with a

high speed electrical probing facility. Quantitative as opposed to qualitative temperature

distributions can be obtained using calibration methods developed in the present study.

The setup is employed for the thermal characterization of microdevices subjected to brief

electrical stresses and for the determination of thermal transport properties of thin films.

The present chapter provides details of the technique and its application for microdevices.

Subsequent chapters describe thermal characterization of thin films.

3.1 Thermoreflectance Thermometry Technique

The first part of the section discusses in detail the thermoreflectance phenomenon. Special

emphasis is placed on those aspects that are closely related to the high temporal and

spatial resolution thermometry of microstructures and microdevices. This is followed by

a discussion of a newly developed calibration method, which is essential for quantitative

temperature measurements.

23



24 MICROSCALE HEAT CONDUCTION IN ICs

3.1.1 Thermomodulation Spectra

The degree to which the optical reflectance varies with temperature determines the sen-

sitivity of the thermoreflectance technique. A quantitative measure of this variation is

called the thermoreflectance coefficient thermoreflectance coefficient, � , which is de-75

fined as the relative change in the reflectance per unit change in temperature. For metals
b� b�the magnitude of � is typically close to or less than 10 K , resulting in sensi-75

tivity two orders of magnitude lower than that of the electrical resistance thermometry.

At certain wavelengths, however, the thermoreflectance coefficient assumes considerably

larger values, which can be exploited to improve signal-to-noise ratio. The understand-

ing of thermomodulation spectra is also important in assessing the transferability of the

calibration parameter from one type of film to another.

The optical reflectance of a metal film varies with temperature due to a number of

different mechanisms (Rosei and Lynch, 1972): 1) Volumetric thermal expansion alters

interatomic separations leading to modifications in the electron energy bands and plasma

frequencies. 2) Shear strains are induced when the film is constrained by the substrate,

leading to the splitting of degenerate bands and other modifications in the energy bands.

3) The Fermi-Dirac distribution is a function of temperature. Transitions involving states

near the Fermi level are therefore influenced by the film temperature. 4) The population of

phonons increases with increasing temperature, which raises the rates of electron relaxation

through phonon - electron interactions.

Figure 3.1 shows the optical reflectance of evaporated aluminum films and its tem-

perature derivative as functions of the wavelength (Decker and Hodgkin, 1981). At a

wavelength near 800 nm a pronounced minimum in the reflectance is observed. This

feature has been attributed to interband transitions between free electron-like bands in

aluminum, which are partially filled with electrons (Ehrenreich and Philipp, 1963). The

resonant absorption responsible for the dip is strongly influenced by detailed configura-

tions of the energy bands, which themselves are affected by the film temperature. As

a result, the temperature derivative of the reflectance varies rapidly with wavelength at

around 800 nm. For copper a similar feature in the temperature derivative has been ob-

served at the wavelength of 577 nm (Rosei and Lynch, 1972). In the long-wavelength
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Figure 3.1: Spectral dependence of the reflectance and its temperature derivative for
evaporated aluminum (Decker and Hodgkin, 1981).

limit, the temperature dependence of the reflectance is due primarily to electron-phonon

scattering. The temperature derivative of the optical reflectance approaches a constant

value, which can be predicted from a modified free-electron Drude model accounting for

phonon-electron interactions.

Although spectra obtained in other studies share many of the key features illustrated

in Fig. 3.1, differences among the measured spectra do exist. For instance, the ther-

moreflectance data of Rosei and Lynch (1972) completely lack the prominent minimum

at the wavelength near 1 #m and make smooth transition from the peak at around 800

nm to the flat region in the long-wavelength limit. Quantitative comparison between the

measured spectra is difficult because very few previous studies obtained absolute values

of the temperature derivative of the reflectance.
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The discrepancy among the measured thermomodulation spectra is not unexpected in

view of the various mechanisms responsible for the thermoreflectance phenomenon. Film

thickness and film-substrate adhesion are some of the factors influencing shear strain as

well as volumetric thermal expansion of the film. Extrinsic electron scattering sources such

as lattice defects and microtopographical structures at film surfaces can also modify the

spectra (Rosei and Lynch, 1981). The latter fact has an implication in the thermometry of

integrated circuit elements since metal films in these devices are often alloys with varying

compositions and grain structures.

3.1.2 Impact of Dielectric Overlayers

The thermoreflectance signal is also affected by the presence of dielectric overlayers di-

electric overlayer with thickness of the order of the wavelength of a probe beam, a situation

commonly encountered in integrated circuits. Interference among multiply-reflected beams

alters the optical reflectance and influences the thermoreflectance signal in a manner that

is sensitive to its thickness, the wavelength of the probe beam, and the optical properties

of both the overlayer and the base material. The presence of a silicon-dioxide layer has

been observed to alter the surface reflectance of silicon and its temperature dependence

(e.g., Friedrich et al., 1991; Quintard et al., 1996). The present study uses the theory of

thin-film optics (Siegel and Howell, 1992) to predict the impact of passivation layers and

to draw conclusions about the resulting uncertainty in the thermoreflectance thermometry

of underlying opaque layers.

For normal incidence, the surface reflectance, �, is related to the indices of refraction,

�� and � and the thickness of the overlayer, 
, in the following way:EDVH RYHU

n n
�n n� 
 � ��1��,	�� 
�"�� � RYHUn n

� � n n (3.1)
n n� 
 � � ��1��,	�� 
�"�� � RYHU

The amplitude reflection coefficients � and � are� �

� � �DLU RYHU
� ��

� 
 �DLU RYHU
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� � ��RYHU EDVH

� � (3.2)�
� 
 ��RYHU EDVH

The dielectric overlayer is assumed to be transparent at the probe beam wavelength. The

thermoreflectance coefficient, � , is expressed as75

� ��
� � (3.3)75

� ��

Equations (3.1) and (3.2) are applied to silicon samples capped with silicon-dioxide

layers. Silicon is chosen since its optical properties are very well characterized over large

temperature and wavelength ranges and hence the comparison of the prediction with the

data is most meaningful. Abid et al. (1996) reported the thermoreflectance coefficients

of silicon samples for several different probe beam wavelengths. The experimental data

of Jellison and Modine (1982a,b) and Jellison and Burke (1986) are used for the optical

properties of silicon in the calculations. The index of refraction of silicon dioxide is

assumed to be 1.46. Figure 3.2 compares the experimental data with the predictions for

two different thicknesses of the silicon-dioxide overlayers. While the thermoreflectance

coefficient of silicon is nearly constant over the wavelength range examined, the oxidized

silicon samples exhibit significant variations in � . The predictions agree reasonably75

well with the data except near the wavelength of 500 nm. The discrepancy can result

from several different sources, including the uncertainties in the indices of refraction of

silicon and silicon dioxide, as well as the uncertainty in the thickness of the overlayer.

Also important is the temperature dependence of the index of refraction of the overlying

silicon-dioxide layer, which is not taken into account.

In principle, similar calculations can be performed for a metal base material, such as

aluminum. In many cases, however, the index of refraction as a function of temperature is

unavailable for thin metal films. Considerable uncertainties in the index of refraction can

present serious obstacles to reliable predictions. A knowledge of the thermoreflectance

coefficient of an unpassivated metal layer alone is insufficient to uniquely determine the

temperature derivative of the real and imaginary parts of the index of refraction, � and7

� , respectively, which are necessary for the present calculation. Only a rough estimate7

can be made via a parametric study conducted on a sample without an overlayer. The
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Figure 3.2: Wavelength dependence of the thermoreflectance coefficient of silicon with
silicon-dioxide overlayers. The predictions take into account the interference among
multiply-reflected beams.

present study assumes a complex refractive index of the form (Smith et al.,1985)

�� � �
/�� 
 � �� �� ,��/�� 
 � �� �/ (3.4)$O 7�$O 7�$O

For each value of � , the corresponding value of � is obtained by matching the pre-7 7

dicted � to the measured value. Plotted in Fig. 3.3 is the predicted thermoreflectance75

coefficient of an aluminum sample covered with a 1 #m-thick silicon-dioxide layer. The

aluminum layer is assumed to be opaque and the index of refraction of silicon dioxide is

assumed to be constant at the value of 1.46. The calibration results for aluminum films,

which are to be discussed in the next section, are included for reference.

0 100

2 10-4

4 10-4

6 10-4

450 500

T
H

E
R

M
O

R
E

F
L

E
C

T
A

N
C

E
 C

O
E

F
F

IC
E

N
T

,

C
T

R
 (

K
-1

)

WAVELENGTH (nm)

SYMBOLS       :  DATA (ABID et al., 1996)
THICK LINES   :  PREDICTIONS

L
SiO2

 = 1520 nm

L
SiO2

 = 750 nm

n
SiO2

 = 1.46



CHAPTER 3. HIGH RESOLUTION THERMOMETRY 29

Figure 3.3: Impact of uncertainties in the temperature-dependence of the index of refrac-
tion of aluminum on the predicted thermoreflectance coefficient of an aluminum layer
with an 1 #m-thick silicon-dioxide overlayer. The calibration results marked with arrows
are only for reference.

The foregoing calculation is based on a parallel beam assumption where the cross-

sectional area of the probe beam remains constant as the beam propagates through the

overlayer. To achieve high spatial resolution, however, a focused Gaussian beam is most

often employed, whose diameter varies due to diffraction as the beam travels through a

medium. In this case, the spatial regions occupied by the multiply reflected beams do

not exactly coincide with each other, which can influence interference among them and

thereby the thermoreflectance coefficient.

In the present study the probe beam is focused and recollected using the same optical

elements. In this so-called confocal optical configuration the majority of the collected

beam comes from those portions of the multiply reflected beams that spatially overlap
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the beam waist. Estimates of the impact of the beam diffraction on the thermoreflectance

coefficient are made for this situation. The following simplifying assumptions are made:

1) The beam radius � is assumed to vary with distance from the waist 2 according to

� �� �� ��
"2� ���2� � � � 
 � (3.5)� ����

where � is the beam radius at the waist. 2) The beam has a Gaussian intensity distribution�

with cut-off at the beam radius. 3) Only those portions of the multiply reflected beams

are collected which are contained within a circle of radius ��
� located at the surface of

the overlayer. Under these assumptions the reflectance is calculated to be

5 Z�/�
e� � ���0� 0� � / (3.6)5 Z�/� � ���1��
� ���
� �����

The term � is obtained by modifying a corresponding expression for the parallel beam0

case:

� � � � �� ��� � � ������ ����
� � 
 � � � �����,	�� 
�"� ������ ���
� �0 � � � ��

� � � ��� � � � �����,��� 
�"� ������ ����
� � 
 � � � (3.7)� � �� �

Figure 3.4 shows the predicted � of an aluminum layer with a 1 #m-thick silicon-75

dioxide overlayer. A highly focused Gaussian beam can lead to noticeable deviation in the

thermoreflectance coefficient from the parallel beam results. The deviation is sensitive to

the temperature derivative of the index of refraction of aluminum, which is not precisely

known, and diminishes with increasing beam waist radius. The two particular sets of

values of � and � are obtained from the parametric study discussed earlier. Similar7 7

behavior is observed for other combinations of � and � . It can be concluded that a7 7

calibration performed using a certain optical configuration may not be transferable to other

optical configurations.
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Figure 3.4: Approximate calculation of the impact of the beam size on the thermore-
flectance coefficient of a passivated aluminum layer.

3.1.3 Calibration

An accurate calibration method is an essential element of any quantitative thermometry

techniques. This is of particular importance for the thermometry of integrated circuit ele-

ments, whose constituent materials have optical properties that are not well-characterized

or can vary depending on the processing details (e.g., Pliskin, 1977). Theoretical predic-

tions of the thermoreflectance coefficient � are hampered by difficulties outlined in the75

preceding subsections. Very few data exist for the absolute values of � in the liter-75

ature. Two different calibration methods for thermoreflectance coefficients can be used,

one using an external temperature controller and the other employing microfabricated

structures.
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In the first method, the temperature of a sample is controlled externally while variations

in its reflectance are measured. This approach has the advantage of a relatively simple

experimental setup and procedure. However, this method is difficult to apply for optical

systems with a large numerical aperture and a shallow focal depth, which is needed to

achieve high spatial resolution, because thermal expansion of a sample - heater assembly

can lead to errors. Although this problem can be avoided by preparing a dedicated

calibration sample with a large surface area and by using a separate optical system for

calibration, the dependence of the thermoreflectance coefficient on the beam waist radius

should be properly taken into account.

The second method induces localized heating, which strongly diminishes the thermally-

induced deflection of the surface. An example of this approach is to lithographically

pattern the metal film of interest into a bridge structure and use it both as a heater and as

a thermometer. The temperature dependence of the electrical resistance of the metal line

is determined separately. The thermoreflectance coefficient is obtained by comparing the

changes in the surface reflectance with those in the electrical resistance while subjecting

the stripe to periodically varying currents.

While the application of the electrical resistance thermometry is quite straightforward

under steady-state conditions, corresponding measurements under transient conditions re-

quire a somewhat sophisticated approach. When a metal line is subjected to harmonic

Joule heating, the resulting temperature rise can be extracted from the third harmonic

component of voltage oscillations across the line (Cahill, 1990). Figure 3.5 illustrates

the underlying principle of the 3� technique. Consider a sinusoidally varying current

3 � 3 ������� that passes through a metal stripe with electrical resistance � . The tem-� H

perature in the stripe exhibits oscillations at twice the current frequency since Joule heating

is insensitive to direction of current flow. The temperature oscillation is reflected in the

corresponding variations in the electrical resistance according to

� � � 
�� ��� � ����
���� (3.8)H H�� H

where � is the steady-state value of the electrical resistance. In the case of metal filmsH��

commonly encountered in microdevices and microstructures, �� is linearly proportionalH
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Figure 3.5: Schematic illustration of the 3� thermometry technique.

to �� near room temperature and above. The material-dependent proportionality constant

is referred to as the temperature coefficient of resistance (TCR). When combined with

the current oscillation at the angular frequency �, �� gives rise to a third-harmonicH

component in the voltage drop across the metal bridge, whose magnitude �� can be��

expressed as
� � ��

�� � 3 �� ��� � � 3 ��/ (3.9)�� � H �

 
 ��

Knowledge of ����� would then enable the temperature oscillation to be deduced from

the measured �� .��
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Figure 3.6: Schematic of the scanning laser-reflectance thermometry facility developed
in the present study. A probe laser beam is focused down to the diffraction limit by an
optical microscope and scanned over a sample surface using a pair of scanning mirrors.

3.1.4 Experimental Apparatus

The present study develops the experimental facility shown in Fig. 3.6, which integrates

scanning laser diagnostics and electrical probing and thus allows simultaneous investi-

gation of thermal and electrical behavior of microdevices. A laser diode system with a

single-element glass aspheric focusing lens and astigmatic correction optics is used. The

output beam from the diode laser system has a Gaussian intensity profile with the beam

divergence angle of 0.14 mrad. Radiation from the laser diode system is coupled into

an optical microscope and focused to a diameter near the wavelength using microscope

objective lenses with numerical aperture as high as 0.9. The wavelength of the laser

diode used in the present study is 825 nm. Laser power fluctuations are subtracted using
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a reference beam drawn by a beam splitter. The radiation powers are captured using

photodiodes with 500 MHz bandwidth and a digital oscilloscope with 1 GHz sampling

frequency. The temporal resolution achievable in this setup is near 10 ns and the spatial

resolution is limited by the diffraction of a probe beam to the order of its wavelength.

The probe laser focus is scanned over the wafer surface using a pair of galvanometrically-

actuated mirrors that rotate about orthogonal axes while the semiconductor device and the

electrical probes remain stationary. This feature allows the use of standard microprobes,

facilitating wafer-level device characterization. A schematic diagram of the scanning

system is shown in Fig. 3.7. A polarization cube and a quarter-wave plate separate the

incident and reflected probe beam paths. The current setup allows the direct observation

of sample surfaces during measurements either through an eyepiece or a CCD camera.

3.2 Thermal Characterization of Silicon-on-Insulator High-

Voltage Transistors

The thermoreflectance thermometry technique is applied to silicon-on-insulator (SOI)

power transistors, which are designed to block high-voltages in power circuitry. A

schematic diagram of the transistor structure used in the experiments is shown in Fig.

3.8. The drift region is 40 #m long and 2 mm wide. To assist with the thermometry,

an aluminum layer is sputtered within the surface oxide. The thickness of the aluminum

layer is 25 nm, which is larger than the optical penetration depth of 8 nm at the probe

beam wavelength 825 nm. It therefore strongly reduces interaction between the radiation

and the transistor and precisely defines the vertical location at which temperature is mea-

sured. But the presence of the aluminum and its separation from the drift region limits

the spatial and temporal resolution of the measurements. To reduce the total thickness of

the silicon dioxide layer, part of the thermally-grown silicon-dioxide layer is etched away

before the deposition of a CVD oxide layer. The importance of lateral heat conduction

within the aluminum layer can be estimated by using the thermal decay length (Shirley,
� �1985), 
 = �� � � �� � , where � and � are the aluminum thermal conductivity and' D D R R D D
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Figure 3.7: Schematic diagram of the probe beam scanning system. A pair of galvano-
metrically actuated mirrors steer the probe beam, whose trajectories are shown as dotted
lines.

thickness respectively, and � and � are the thermal conductivity and thickness of theR R

oxide separating the aluminum from the device. The estimated thermal decay length is

1 #m, resulting in a spatial resolution limit that is important but not significantly more

restrictive than that due to the diffraction of the incident probe laser beam. The spatial

resolution limit due to heat spreading within the silicon-dioxide layer is comparable to its

thickness, 0.6 #m. The silicon-dioxide passivation also places limitation on the temporal

resolution, which is approximately given by the time required for heat to diffuse normal to
�the layer, � = 
 �4 , where 
 is the thickness of the oxide passivation layer and 4 is' R R RR

the thermal diffusivity of the silicon-dioxide layer. The thermal diffusion time is around

0.5 #s for the transistors studied here. These practical limitations on the resolution can
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Figure 3.8: Cross sectional view of the silicon-on-insulator high-voltage transistor used
in the present thermometry study. A thin aluminum layer is deposited between the silicon
dioxide passivation, which prevents radiation interaction with the transistor and sharply
defines the vertical position of the temperature measurement.

be removed for the thermometry of interconnects and metallized regions of microdevices,

which do not require any structure modifications.

During the thermometry, repetitive voltage pulses of duration near 30 #s and magnitude

near 30 V are applied to the drain. The duration of the pulse is chosen such that the

influence of the buried oxide layer on the temperature rise can be examined over a broad

timescale. The duty cycle of the pulses is less than 0.01 to ensure complete cooling of the

devices between successive heating pulses. The gate of the transistor is positively biased

at 12 V and the source is grounded. At each scan point, the periodic temperature rise is

acquired as a function of time after pulse initiation. Once these data are obtained for the

entire sample surface, the spatial temperature-rise map can be extracted at any time.
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The probe beam power is less than 1 mW. The temperature rise due to the probe

laser is estimated to be small since the conduction cooling through the substrate, which

is augmented by the lateral spreading of heat in the metal film, is substantial. For

absorbed laser power as high as 0.1 mW, the estimated laser-induced temperature rise

in the aluminum layer is less than 10 K. Since the present technique measures changes

in temperature rather than its absolute magnitude, the steady-state temperature field does

not directly influence the measurements. When the laser-induced heating is significant,

however, it can alter device characteristics and thereby indirectly affect the results. The

impact of laser heating on the measurements is examined experimentally by varying the

incident probe beam power and also the focused beam spot size. There are no observable

variations in the measured temperature rises as well as in the electrical characteristics of

the devices.

The calibration for the transistor structures is performed using the first of the two

methods described in Sec. 3.1.3. The silicon wafer containing the transistors is fixed by

means of air suction to a temperature-controllable hot-chuck made of copper. The changes

in the surface reflectance are monitored while inducing periodic variations in the wafer

temperature. The area of the transistor region, over which the aluminum layer is deposited,

is large enough to allow the use of an optical system with a large depth of focus. This

avoids error resulting from the thermal expansion of the calibration system. To verify

the calibration, a control wafer is prepared which has an aluminum layer deposited over

the entire wafer. By eliminating the need for focusing optics, the impact of the thermal

expansion on the calibration system is minimized. The two calibration results agree well

within the uncertainty limit.

Section 3.1.2 shows that the probe beam size can influence the thermoreflectance

coefficient when a dielectric overlayer is present. The applicability of the calibration

coefficient obtained using a large area probe beam to the high-resolution thermometry

needs to be assessed. To this end, a transistor structure similar to the one shown in Fig.

3.8 is fabricated, whose drift region is uniformly doped. This results in a homogeneous

temperature field over a large portion of the drift region. Temperature measurements are

performed using microscope objective lenses with numerical apertures of 0.1, 0.2, and
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Figure 3.9: Temperature distribution above the drift region of an SOI transistor for varying
values of the time after the pulse initiation. Also shown are predictions based on the linear
impurity-concentration distribution in the drain region, which is targeted by the transistor
fabrication process.

0.5, while subjecting the structure to identical electrical stressing conditions. The results

obtained using the three lenses with different beam waist sizes vary by less than 5 percent.

A major source of noise in the current setup is the diode laser, which is sensitive

to the back reflection and the environmental conditions. The photo-detector and signal

amplifier contribute additional noise. The relative uncertainty in the absolute value of the

measured temperature rise is dominated by that in the calibration coefficient, � , which75

is estimated to be 10 percent. Because it is independent of the calibration coefficient, the

uncertainty in the ratio of temperature rises at different locations or at different times is

much smaller, estimated to be 4 percent. Details of the uncertainty analysis are provided

in Appendix A.
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Figure 3.9 shows the temperature distribution measured along the drift region of the

SOI power transistor for varying times after the initiation of the heating pulse. Since the

thermal diffusion time normal to the buried silicon dioxide layer is comparable to 5 #s, the

data actually describe transient heat diffusion within the silicon dioxide surrounding the

active region. The temperature is higher towards the gate due to the spatial variation of the

phosphorus impurity concentration, which is used to improve voltage-blocking capability

(Leung et al., 1997). Since the current density does not vary significantly within the drift

region, the rate of heat generation is proportional to the local electrical resistivity, which

decreases with increasing impurity concentration.

Figure 3.9 includes the predictions based on numerical solutions to the transient,

two-dimensional heat equation in the drift region and surrounding silicon dioxide. The

simulation uses bulk resistivity data for phosphorus-doped silicon with concentration dis-

tribution that is consistent with the fabrication process. The thermal conductivity and

heat capacity of silicon-dioxide thin films are measured in Chap. 4. The values used in
b� b� � b� b�the simulations are 1.4 W m K and 1.65 � 10 J m K , respectively, for the

buried silicon dioxide layers, which are thermally grown. The thermal conductivity of the

thin silicon layer is reduced from the bulk value due to the phonon-boundary scattering.
b� b�The present simulations use 90 W m K based on the measurements result for films

with comparable thickness as described in Chap. 5. The simulation assumes that the top

boundary condition for the passivation is adiabatic, and the bottom boundary condition for

the buried silicon dioxide is isothermal. These assumptions are justified by the very low

convection and radiation heat losses to the ambient air and by the short timescale of the

heating pulse, respectively. The shape and time dependence of the calculated temperature

rise agree well with the data.

Figure 3.10 compares the shapes of the transient temperature rises measured using

laser-reflectance thermometry for two values of the buried silicon-dioxide thickness. To

make the differences in shape as clear as possible, the temperature-rise curves are nor-

malized by their respective values at 30 #s. The time for heat to diffuse to the nearly-

isothermal substrate increases with the thickness of the buried silicon dioxide. This causes

the shape of the temperature rise for the case of the 2 #m buried silicon dioxide to flatten

more rapidly than that for the case of the 3 #m buried silicon dioxide. This difference
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Figure 3.10: Comparison of the transient temperature-rise shapes at a single location
above the drift region of the SOI transistors with two different buried silicon-dioxide
thicknesses. To facilitate shape comparison, the data and predictions are normalized by
their values at 30 µs.

in shape agrees well with the predictions of the numerical solutions to the transient heat

equation, also shown in the figure.

3.3 Thermal Characterization of Interconnects

The interconnect structures studied here are made of Al-Cu-Ti alloy and are 4 #m wide

and 0.5 #m thick and are provided by Intel Corporation. The underlying passivation is

a polymer layer capped with a 0.25 #m silicon dioxide buffer layer. Repetitive electrical

pulses from a pulse generator are applied to the interconnects while a focused laser beam
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Figure 3.11: Comparison of the shapes of the temperature rises along the 50 #m-long
straight interconnect subjected to electrical pulses of duration 200 ns and 2 #s.

is scanned along the length of the line. The rise time of the pulse is 50 ns and the

pulse repetition rate is 100 Hz. The low duty cycle eliminates the residual temperature

rise between successive pulsing. At each scan point, temperature rise is recorded as a

function of the time after pulse initiation, �.

The calibration is performed using 1500 #m long interconnects, which are very nearly

isothermal when subjected to electrical heating pulses. The temperature derivative of

the electrical resistance of the interconnects is calibrated using a temperature-controlled

wafer holder. The thermoreflectance coefficients are obtained by comparing the changes

in the surface reflectance with the changes in the electrical resistance while subjecting the

interconnects to electrical heating pulses. Electrical pulses of duration between 10 and

100 #s are applied during the calibration.
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Figure 3.11 compares the shapes of temperature rise distributions along the straight

interconnects subjected to electrical heating pulses of durations 200 ns and 2 #s. The

temperature distributions become more rounded with increasing time after the pulse initi-

ation. This is because the interconnect ends are anchored near the substrate temperature

due to their proximity to the contacts, which are not significantly heated. At a given

time �, the influence of the lower temperature end conditions propagates inward over a

length comparable to the heat diffusion length along the interconnect. The relevant heat
� �diffusion lengths, 
 � �4�� , where 4 is the thermal diffusivity of the aluminum alloy,'

are around 5 and 15 #m for � = 200 ns and 2 #s respectively. For the largest value of �,

the data are relatively independent of � only along a small portion of the interior of the

line. Also shown are the predicted spatial temperature profiles, which are obtained from

a numerical solution to the heat conduction equation. The cross-sectional temperature

distribution of the metal at each location along the interconnect is assumed to be uniform,

and the heat conduction through the underlying passivation layer in the direction along the

interconnects is neglected. The thermal conductivity of the metal films is deduced from

the Wiedemann-Franz law as discussed in Chap. 5 for a separate set of measurements.

The inset in Fig. 3.12 shows the interconnect structures with sharp corners. Due to

current crowding, the heat generation rate per unit volume is highly peaked at the inner

portion of the corner, which influences the temperature distribution at short times after

the heating pulse initiation. Figure 3.12 shows the shape of the temperature distribution

along the diagonal of the corner (5) at the time � = 100 ns after the initiation of the pulse.

The temperature rise decreases towards the outer part of the corner. The temperature rise

is compared with that at the center of the interconnect structures at � = 0, �� .&(17(5

The effect of nonuniform heating diminishes as the heat diffusion length becomes much

larger than the interconnect width. The corner region becomes nearly isothermal at the

end of the heating pulses of duration near or larger than 1 #s.

The temperature distribution at the corner is predicted by first calculating the spatial

distribution of the heat generation rate by solving the Poisson equation, which yields the

electric field and current distributions. The volumetric heat generation rate is computed by

forming the vector product of the electric field and current density vector and is shown in

Fig. 3.13. The present study solves the two-dimensional heat conduction equation for the
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Figure 3.12: The shape of the temperature rise along the diagonal of the corner at the time
� = 100 ns after the pulse initiation. The temperature rise is compared with �� ,&(17(5

which is the temperature rise at the center of the interconnect.

metal, whose boundaries are assumed to be adiabatic. Heat diffusion into the passivation

layer during brief electrical stresses is neglected. The simplification seems reasonable

considering poor quality of the interface between the silicon dioxide and polymer layers

as demonstrated by debonding failures together with their low thermal diffusivity. Figure

3.12 shows reasonable agreement between the prediction and the data. The discrepancy

can be explained by the larger heat loss to the underlying passivation layer at the outer

part of the corner. The change in the current distribution due to the temperature dependent

electrical resistance also influences the resulting temperature profiles. The analysis and

data in Fig. 3.12 shows that thermal failure due to current crowding is important for pulses

briefer than the heat diffusion time across the diagonal, which is near 200 ns here.
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Figure 3.13: Volumetric heat generation rate computed by solving the Poisson equation
in an interconnect with a sharp corner.

Figures 3.14 and 3.15 show temperature distributions measured along the centerline,

that is, along the � coordinate of the interconnects with sharp corners. The shapes of

the distributions are strongly influenced by the time after pulse initiation. The average

temperature rise at the corner of the interconnects is smaller than that at the straight portion

because of smaller average power dissipation and a larger contact area with passivation

layers. A minimum in the temperature rise exists at the center of the corner shortly

after the initiation of pulses. As more time elapses after the initiation of the pulse, heat

diffusion into the unheated contact pads becomes more and more important, which leads to

the significant changes in the temperature profiles as illustrated in the Fig. 3.15. Optical

micrographs of the interconnects after they have failed due to much stronger current

pulses than are used during the thermometry illustrate direct correspondence between
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the measured temperature profiles and failure locations. For the longer duration stresses,

failure in the form of metal extrusion is localized in the middle section of the interconnect.

In contrast, the failure occurs throughout almost the entire length of the interconnect for

the shorter duration pulses. Only the regions in the vicinity of the contact pads and the

outer portions of the corners, where temperature rise is less severe, survive the current

stress.
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Figure 3.14: (a) Transient temperature rise profile along the centerline of the interconnect
with sharp corners subjected to electrical pulses of duration 250 ns (b) optical micrograph
of the interconnect after it has failed.
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Figure 3.15: (a) Transient temperature rise profile along the centerline of interconnect
with sharp corners subjected to electrical pulses of duration 2.5 #s (b) optical micrograph
of the interconnect after it has failed.
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Chapter 4

Thermal Properties of Amorphous

Dielectric Films

The present chapter is concerned with the thermal transport properties of dielectric thin

films. The thermometry techniques discussed in Chapter 3 form the basis of the techniques

that measure the in- and out-of-plane thermal conductivity thermal conductivity and volu-

metric heat capacity heat capacity of thin dielectric films. The characterization capability

is applied to the study of process-dependent thermal properties of silicon dioxide, which

serves as a model amorphous solid.

4.1 Thermal Characterization Techniques for Dielectric

Films

This section is devoted to the description of thermal characterization techniques for thin di-

electric films. The techniques are extensions of the 3� thermal conductivity measurement

technique of Cahill (1990), which was developed to measure the thermal conductivity of

bulk dielectric materials and the out-of-plane thermal conductivity of thin dielectric films.

The present techniques take advantage of both the high spatial and temporal resolutions

of the thermoreflectance and the electrical resistance thermometry techniques and the sim-

plicity of electrical heating. The capability to conduct measurements over a large range of

49
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timescales can be advantageous since it enables independent measurements of the thermal

conductivity and heat capacity of a film. The present techniques can also determine the

in-plane thermal conductivity of thin dielectric films without subjecting them to demand-

ing fabrication processes. This is a distinct advantage for thin films whose thickness and

quality are difficult to maintain and for films whose characteristics can be altered when

exposed to processing chemicals.

4.1.1 Heat Capacity and Out-of-Plane Thermal Conductivity

Consider a dielectric film of thickness � that is grown on a substrate with much higherI

thermal conductivity. When periodic Joule heating is induced in a metal bridge formed on

the film, the resulting temperature rise exhibits a frequency dependence that is influenced

by the thermal properties of the dielectric film. At frequencies that are much lower
�than the thermal diffusion frequency of the film, � �� � , the component of the steady-I I I

periodic temperature oscillations that is in phase with the harmonic heating consists of

two contributions: One from the film, �� , and the other from the substrate, �� .I VXE

The temperature rise �� is inversely proportional to the film thermal conductivity but isI

independent of the film heat capacity. At very high frequencies, in contrast, the substrate

contribution becomes negligible and the temperature rise in the metal becomes dependent

on the heat capacity as well as thermal conductivity of the dielectric film. With the thermal

conductivity determined from the low-frequency data, the heat capacity is obtained by

comparing the high-frequency data with solutions to the heat diffusion equation.

An analytic expression was derived for the in-phase component of temperature oscil-

lations at frequencies much lower than the heat diffusion frequency of the dielectric film

(Lee and Cahill, 1997a). The substrate contribution �� varies logarithmically with theVXE

heating frequency

� � � �
�� � � �VXE

�� � �� 
 5 � ���
�� (4.1)VXE
��� 
 � ���
� 
VXE VXE
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while the film contribution is frequency independent and given by

�� �I
�� � � / (4.2)I

� �I

�Here � is the width of the metal line and � is the amplitude of power dissipation per

unit length of the metal line. The factor � accounts for heat spreading within the film

and is a function of the ratio between the in-plane and out-plane thermal conductivities

and the film thickness. In the experiments, the film contribution to the temperature rise

�� is obtained by subtracting �� from the measured amplitude of total temperatureI VXE

oscillations. Data analysis can be greatly simplified by using a quasi-one-dimensional

structure (� = 1), which enables the out-of-plane thermal conductivity to be determined

independent of the in-plane thermal conductivity. Determination of the in-plane thermal

conductivity is a subject of the next section. A mesa structure formed by anisotropic

etching of a dielectric film or a structure with the ratio ��� much larger than unity areI

examples of a quasi-one-dimensional structure.

A solution applicable at high heating-frequencies can be derived for a quasi-one-

dimensional structure when the following simplifying assumptions are made: 1) The

temperature rise in the substrate can be neglected compared with that in the metal line.

2) The metal line is isothermal. 3) Direct heat loss to the ambient from the metal and

dielectric films is negligible. The amplitude of the in-phase component of temperature

oscillations in the metal line is then given as the real part of

G WDQKnI
�� N nI��� � / (4.3)P G WDQKnI� � 
 ,
�	 � �K P PN nI

Here � is a complex number representing the ratio of the film thickness to the thermal
� �diffusion length, � � � �,
�	 � �� � . The above analytic solution agrees well withI K I I

numerical solutions to the heat equation for the films studied here. Note that the tempera-

ture rise in the metal line depends also on the volumetric heat capacity � and thicknessP

� of the metal layer. To achieve high accuracy in � , it is important to require that theP I

film thickness be close to or greater than the heat diffusion length at the maximum heating
� �frequency, which is given as �� �
�� 	 � . The maximum heating frequency in theI I K�PD[
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Figure 4.1: Amplitude of the in-phase components of temperature oscillations in a metal
line on thermally-grown silicon-dioxide film.

present study is 65 kHz, which is dictated by the bandwidth limit of the lock-in amplifier

used.

As an illustration, Fig. 4.1 shows the measured frequency-dependence of the amplitude
pof temperature oscillations for the case of the silicon-dioxide film grown at 900 C.

The thermal conductivity of the substrate, which is needed to compute the substrate

contribution to the temperature rise �� , is deduced independently using the frequencyVXE

dependence of the data at low frequencies (Cahill, 1990). The dotted line represents

the amplitude of temperature oscillations calculated using Eq. (4.3), which neglects the

substrate temperature rise. The enlarged view of the high-frequency region is shown as

an inset in Fig. 4.1 along with predictions using three different values for the film heat

capacity.
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When the heat capacity � is known with sufficient accuracy and the effect of thermalI

boundary resistance is negligible, the thermal conductivity � can be extracted directlyI

from the relative magnitude of temperature rises alone. The heat capacity, after being

adjusted for porosity, is generally not strongly dependent on the microstructure of a given

material and a bulk value can be used as a good first approximation (Cahill, 1997).

Furthermore, the impact of uncertainty in � can be substantially reduced by increasingI

the thermal mass of the metal line. The amplitude of temperature oscillations is much

more sensitive to � than to � when the thickness-to-thermal diffusion depth ratio �,I I

which is a function of the heating frequency, is small compared with unity. Figure 4.2

shows the minimum thickness of the metal film for which 20 percent uncertainty in the

heat capacity results in less than 5 percent error in the extracted conductivity.

A particularly convenient way to extract the thermal conductivity of uniform thermally-

thick layers is to monitor the frequency 	 , at which the amplitudes of the in-phase andH

out-of-phase components of harmonic temperature oscillations are equal. This condition
pcorresponds to a phase of 45 . The frequency 	 , which will hereafter be called anH

effective heat diffusion frequency, depends on the thermal mass of the metal film, � � ,P P

as well as the thickness and thermal properties of the dielectric layer. Figure 4.3 plots the

effective heat diffusion frequency as a function of dielectric-film thickness and thermal

conductivity. Values typically encountered in practice are used for the heat capacity and

thickness of the dielectric and metal layers.

4.1.2 In-Plane Thermal Conductivity

Experimental determination of in-plane thermal conductivity of thin films has received less

attention compared with that in the out-plane direction. Previously reported experimen-

tal studies required free-standing films or films placed on thermally-insulating substrates

(Boiko et al., 1973; Nath and Chopra, 1973; Graebner et al., 1992; Chen et al., 1994;

Graebner, 1995; Kaeding et al., 1995; Cocson et al., 1995). These approaches have the

advantage that a temperature gradient can be formed in the direction essentially perpen-

dicular to that of heat flow, allowing independent measurements of the in-plane thermal

conductivity. They, however, require demanding processing steps, such as back-etching
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Figure 4.2: The minimum thickness of the metal line that is needed to have less than 5
percent error in the thermal conductivity as a result of 20 percent uncertainty in the heat
capacity.

of a substrate or grafting of a film grown originally on substrates with high thermal con-

ductivity. Non-negligible radiation heat loss for free-standing films also requires special

attention (Graebner et al., 1992). For these reasons it is desirable to develop techniques

that are applicable to films supported by substrates and thus can complement the previous

approaches.

This section reports a technique to study the anisotropic thermal conductivity of di-

electric films or composite structures, which have thickness of the order of 1 #m and are

grown on substrates with relatively high thermal conductivity. The technique employs

metal bridge structures with varying widths, which are microfabricated through standard
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Figure 4.3: The effective heat diffusion frequency at which the in-phase and out-of-phase
components of the temperature oscillations have the same amplitude.

IC processes and does not require special processing steps. The metal line is subjected to

harmonic Joule heating and serves as both a heater and a thermometer.

When the width of a metal bridge structure is sufficiently small, lateral spreading of

heat inside the film plays significant role in determining the resulting temperature rise.

The lateral heat spreading is governed by the thickness and the in-plane as well as out-of-

plane thermal conductivity of the film. By comparing temperature rises in metal lines with

different widths, the anisotropic thermal conductivity can be deduced. Due to substantial

heat conduction through the substrate and small surface area of the heat affected region,

the importance of radiation loss is minimized (Cahill, 1990).
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The two-dimensional heat diffusion equation for an anisotropic film can be written as

(Carslaw and Jaeger, 1959)

� �6 � 6 � 6�
� 
 � � � / (4.4)�� ��� �6� 6� 6�� �

Here �’s are the components of the thermal conductivity tensor and � is the heat capacity

per unit volume. The thermal conductivity components are assumed to be constant. The

dimension of the heat source in the � -direction is assumed to be sufficiently large that any�

variation of temperature fields along that direction is negligible. The contribution from

the off-diagonal components, � 
 � , is assumed to be absent. This is true when one�� ��

of the principal axes of the conductivity tensor is perpendicular to the film plane defined

by the � and � axes. One example is a YBa Cu O film on a MgO substrate, where� � � � �

the c-axis of the film is perpendicular to the film plane. Equation (4.4) is also a good
�approximation when the term 6 ��6� 6� is negligible, which is the case, for example,� �

in silicon-on-insulator structures. For films exhibiting the size effect due to the boundary

or interface scatterings of heat carriers, the diffusion equation is not strictly valid and

should, instead, be interpreted as describing an effective phenomenon.

To gain further physical insight an analytic solution to Eq. (4.4) is derived under

the following simplifying approximations. Consider the case where the conductivity of

a substrate is much larger than that of a film, so that the variation in the temperature

at the interface between the film and the substrate, � , is negligible. Assume furtherVXE

that the metal line is isothermal at a temperature � � �� 
 � and that heat lossP P VXE

from the surface of the film is negligible (Fig. 4.5). The validity of these approximations

depends on the thickness and thermal conductivity of both the metal line and the film of

interest. A previous study (Gluzman and Auslender, 1994) derived a series solution to

the similar problem by applying the constant surface heat flux boundary condition at the

region occupied by the heating line.

Under the steady state condition, a relation between the heat generation rate per unit
�metal line length 7 and the temperature rise can be obtained by solving Eq. (4.4) for

the thin film with the zero right hand side. Equation (4.4) is first transformed through a
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Figure 4.4: Configurations of Z, W, and 0 planes employed for the Schwarz-Christoffel
transformation of the Laplace equation.

change of variables according to

� �
� �

�
8 � � (4.5)� �

��� �
� �

�
8 � � (4.6)� �

��

� �where � � �� � � is chosen to achieve conformal mapping. The resulting heat diffusion� �

equation under the steady-state condition becomes

� �6 � 6 �

 � �/ (4.7)

� �68 68� �
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The solution to the above Laplace equation with the assumed boundary conditions can be

found by means of the Schwarz-Christoffel transformation (Hildebrand, 1976), which is

applied among Z, 0 and W planes depicted in Fig. 4.4. The dot-dashed lines in the figure

represent symmetry lines and the Greek letters correspond to each point in a polygon

defining the geometry. The temperature rise satisfies the following relationship

� �
� �

�� � � KP �
� � (4.8)

��� � � 
K�' �

where �� is the temperature rise that would result in the absence of lateral heat spread-�'

�ing and is equal to 7 ���� . The argument 9 of the complete elliptical integral of the�

�first kind K and its complementary counterpart K is given as

� �� �
� �

� � � ��� �� cosh / (4.9)
9 	 � ��

Here � and � are the width of the metal line and the thickness of the film, respectively.
� �Note that Eq. (4.8) depends on ����� �� �� � and not on their individual values.� �

Anisotropy in thermal conductivity has the net effect of modifying the geometric ratio

���.

Figure 4.5 shows the effect of lateral heat spreading on �� as a function of theP

ratio between the in-plane and out-of-plane thermal conductivity for three different values

of ���. For a film with isotropic thermal conductivity, the temperature rise is roughly

halved for ��� = 1. The temperature rise is more sensitive to the anisotropy when the

in-plane thermal conductivity is smaller than its out-of-plane counterpart and also when

the heating line is narrower. In the limit of very large ���, the effect of lateral heat

spreading becomes negligible, allowing the independent determination of the out-of-plane

thermal conductivity of anisotropic films. Once the out-of-plane thermal conductivity is

determined, the in-plane conductivity can be extracted from data on narrower heating

lines.
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Figure 4.5: Steady-state temperature rise�� calculated as a function of the ratio betweenP

the in-plane and out-of-plane thermal conductivity. The boundary conditions used in
conjunction with the heat diffusion equation are shown as an inset.

4.1.3 Experimental Setup and Validation

Harmonic Joule heating is induced in a metal line deposited on a dielectric film using

a waveform generator. The resulting oscillations in the metal temperature are measured

using the thermoreflectance and the 3� techniques. Figures 4.6 and 4.7 show schematic

diagrams of the experimental setup utilizing the two thermometry techniques. In Fig. 4.6

a probe laser beam is reflected from the heated metal line and is directed to a photo-

detector. The electrical output from the photo-detector is fed into a two-phase lock-in

amplifier, which captures the harmonic component of the signal at the heating frequency.

Phase-sensitive detection scheme enables both the in-phase and out-of-phase components

to be determined. The four-probe electrical resistance measurement set-up depicted in Fig.
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Figure 4.6: Experimental setup for the thermal transport property measurement based on
the thermoreflectance technique. The quasi-one dimensional measurement structure is
designed to simplify the data analysis.

4.7 is employed for the 3� technique. The trigger output from the waveform generator is

used as a reference signal for the lock-in amplifier in both cases.

The experimental setup is validated in two different ways. In the first approach,

the thermal conductivities of several standard materials are measured and compared with

the literature values. The thermal conductivity of silicon wafers was determined by Lee

and Cahill (1997) and by Ohsone et al. (1998). The Wiedemann-Franz-Lorenz law is

invoked to extract the thermal conductivity of a sputtered aluminum film from its electrical
pconductivity. For a silicon-dioxide film grown at 1100 C, the data of Cahill et al. (1994)

are used as a reference. The recommended value of Touloukian et al. (1970) is taken as

the literature value for GaAs. Figure 4.8 summarizes these results.
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Figure 4.7: Experimental setup to implement the 3� thermal property measurement tech-
nique. A digital lock-in amplifier with a built-in frequency tripler is used.

In the second approach a set of different measurement techniques are employed to

determine the out-of-plane thermal conductivities of well-defined films and their results

are compared. The techniques applied include: The thermal conductance technique using

parallel bridge structures (Swartz and Pohl, 1987), the laser flash technique (Kading et¨

al., 1994), the effective diffusion frequency approach described in the preceding section,

and the 3� technique (Cahill et al., 1994) implemented using the present experimental

setup. The measured thermal conductivity values of a silicon-dioxide film grown at 900
pC do not differ by more than 5 percent.
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Figure 4.8: Comparison between the measured and literature values of thermal conduc-
tivities of various materials, which is used to validate the current measurement setup.

4.2 Heat Transport in Amorphous Silicon Dioxide

The lack of regularity in the arrangement of atoms in amorphous solids exerts drastic

influence on their thermal conductivity. According to some estimates (Birch and Clarke,

1940; Kittel,1949) the heat carrier mean free path at moderate temperatures is comparable

to interatomic spacings, which are the smallest lengthscale in the system. This idea has

been extended to the notion of the minimum thermal conductivity, which serves as an

estimate of the lower limit to the thermal conductivity of fully dense solids.

Several different models for the thermal conductivity of amorphous solids have been

proposed (Slack, 1950; Cahill and Pohl, 1989) that incorporate the minimum thermal
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conductivity concept. Figure 4.9 compares predictions from a minimum thermal conduc-

tivity model with the data at room temperature. The particular model presented in the

present study uses the kinetic theory expression of the thermal conductivity � � �����,

with the mean free path � set to be the average distance between atoms  . The model

requires the atomic number density and speed of sound, which are taken from previous

experimental results compiled by Cahill et al. (1992). No other adjustable model param-

eters are involved. The volumetric heat capacity � is evaluated using the Debye model.

The predictions from the present and other previous models agree reasonably well with

the data for a variety of material systems. The discrepancy has been attributed to the

contribution to heat transport from long-wavelength phonon-like excitations, which are

less sensitive to atomic scale disorder (Cahill, 1997). The general agreement achieved

has been considered to support the general understanding that the thermal conductivity of

amorphous dielectric solids is not sensitive to the nature and degree of disorder (Cahill,

1997; Gaskell, 1997).

The aforementioned conclusion is expected to hold also for deposited amorphous

dielectric films when appropriate corrections are made to account for the density deficit.

Figure 4.10 plots existing data on those silicon-dioxide films whose density data are also

available (Cahill et al., 1994; Cahill and Allen, 1994; Lee and Cahill, 1995; Lee and

Cahill, 1997a). Shown as a dotted line is the prediction of the effective medium theory,

where the density deficit and thermal conductivity reduction are modeled using spherical

microvoids uniformly distributed within a fully dense silicon-dioxide matrix. In contrast

to the case of Vycor (Cahill et al., 1990), which is bulk porous glass, the reduction in

the out-of-plane conductivity of the deposited films cannot be properly modeled using the

present effective medium theory.

Several explanations have been proposed to account for the above experimental ob-

servations. Some researchers (Cahill, 1997) suggested that microvoids responsible for

density deficits are highly-oriented such that they strongly diminish the out-of-plane ther-

mal conductivity while leaving the in-plane component relatively intact. Others (Goodson

et al., 1993) ascribed the decrease in the thermal conductivity to the presence of impurities.

At a more fundamental level, differences in vibrational characteristics of the deposited



64 MICROSCALE HEAT CONDUCTION IN ICs

Figure 4.9: Comparison between the predicted and measured thermal conductivities of
various amorphous materials.

films may give rise to considerable variations in the volumetric heat capacity or possibly

structure-sensitive thermal conductivity.

4.2.1 Sample Preparation and Characterization

To experimentally examine the various explanations proposed for the thermal conductivity

reduction, seven different types of silicon-dioxide samples are prepared using thermal oxi-
p pdation and LPCVD. The LPCVD silicon-dioxide films are deposited at 300 C and 400 C

using silane as a silicon source. The different deposition temperatures result in different

hydrogen impurity concentrations. One set of the films is doped with phosphorus at a con-

centration of 7 percent by introducing PH during the deposition. To investigate structure�
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Figure 4.10: Process-dependent thermal conductivities of silicon dioxide. The dashed line
corresponds to the prediction obtained using the effective medium theory.

dependence of the volumetric heat capacity and thermal conductivity, some of the LPCVD
pfilms are subjected to a high-temperature anneal at 900 C for 45 minutes. Previous struc-

tural analyses on CVD silicon-dioxide films (Nagasima, 1972) showed that the average

configuration of an SiO tetrahedron, a building block of a continuous random network�

comprising amorphous silicon dioxide, remains largely unaffected by low-temperature de-

position process. In contrast, the root-mean-square deviations in the inter-atomic distances

and bond angles, which can serve as one measure of the structural disorder, were found

to be considerably larger for as-deposited films than for high-temperature annealed films.
pWet thermal oxidation at 900 and 1100 C yields the thermally-grown silicon-dioxide film.

Aluminum layers are sputtered on the silicon-dioxide films and patterned lithograph-

ically using wet etching. Prior to each film deposition, the wafers are treated using the
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standard diffusion clean process (10 min in 4:1 sulfuric-acid and hydrogen-peroxide solu-

tion, 10 min in 5:1:1 deionized water, hydrochloric-acid, and hydrogen-peroxide solution,

30 sec HF dip). The thickness of the silicon-dioxide films, which ranges between 0.1 and

2 #m, is measured using an ellipsometer and a laser interferometer. A surface profilometer

measures the thickness of the aluminum films to be around 0.25 #m.

To help interpret the heat capacity data and also to obtain the film density, FTIR

and RBS/HFS (Rutherford Back Scattering/Hydrogen Forward Scattering) analyses are

conducted. The infra-red absorption spectra are analyzed to obtain the ratio between the

numbers of hydrogen atoms present in the film in the form of water, hydroxyl ions or

Si-H. Absolute values of the atomic concentrations are obtained from combined RBS/HFS

analyses. The maximum probe depth of the HFS technique is limited to approximately 500

nm due to the large incident angle of the helium ion beam. Hydrogen concentrations at

locations beyond the probe limit are assumed to be constant at a value prevailing within

the probe volume. The depth profiles acquired up to 500 nm exhibit no appreciable

concentration gradients for all the films investigated.

4.2.2 Thermal Conductivity of the Silicon-Dioxide Films

Figure 4.11 shows the measured thermal conductivities of the LPCVD and thermal silicon-

dioxide films. The thicknesses of the LPCVD films are around 2 #m and that of the

thermal oxide is 1.2 #m. The width of the metal bridge serving both as the heater

and thermometer is 50 #m, which is chosen to be much greater than the dielectric film

thickness. This is intended to diminish the impact of lateral heat spreading within the

silicon-dioxide films and thereby remove complications arising from possible anisotropy

(see Fig. 4.12).

Thermal resistance at the film interfaces is estimated by repeating measurements on

thinner films with thickness down to 100 nm. Under the assumption that the intrinsic

film thermal conductivity does not vary appreciably with thickness, an estimate of the

thermal boundary resistance can be obtained by extrapolating the total thermal resistance

to zero film thickness (Lambropoulos, 1989). The largest estimated boundary resistance
b� � b�value of 2x10 m K W is close to the values reported in the literature (Goodson et
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Figure 4.11: The thermal conductivities and volumetric heat capacities of the silicon-
dioxide films.

al., 1993; Lee and Cahill, 1997a) and results in less than 2 percent error in the thermal

conductivity.

The thermal conductivities of the as-deposited films are more than 30 percent less than

that of the thermally-grown silicon-dioxide film. The difference is diminished appreciably

after a high temperature anneal, which is in agreement with a previous study on the

annealing temperature dependence of the thermal conductivity of LPCVD films (Goodson

et al., 1993). Phosphorus and hydrogen impurities have an insignificant effect on the

thermal conductivity of the silicon-dioxide films studied here. This can be seen from the

fact that the thermal conductivities of the as-deposited films are close to each other despite

variations in the concentration of hydrogen atoms in the films (Fig. 4.13). The annealed
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films have similar thermal conductivities irrespective of the concentration of phosphorus

impurities.

According to the RBS analysis, the densities of the films investigated here do not

differ by more than 5 percent. The observed reduction in the out-of-plane thermal con-

ductivity cannot be explained by the effective medium theory when the density deficit

is modeled using spherical microvoids. Highly-oriented microvoids, however, can give

rise to a pronounced reduction in the out-of-plane conductivity while leaving the in-plane

conductivity almost unchanged. This hypothesis is tested using a technique developed in

Sec. 4.1.2 to determine the anisotropic thermal conductivity of thin films. Figure 4.12

shows the film thermal conductance as a function of metal-bridge width. Predictions of

the heat diffusion equation using two different values for the in-plane thermal conductiv-

ity are included for comparison. The data obtained from the LPCVD film indicate that

the anisotropy is negligible. Highly-oriented microvoids can therefore be ruled out as a

possible explanation of the observed thermal conductivity reduction.

4.2.3 Volumetric Heat Capacity of the Silicon-Dioxide Films

Figure 4.11 also shows the volumetric heat capacities of the silicon-dioxide films. The

as-deposited LPCVD silicon-dioxide films have slightly greater heat capacities than that

of the thermally-grown silicon-dioxide film. This is rather surprising because the LPCVD

films have density deficit near 5 percent, which is expected to result in corresponding

decrease in the volumetric heat capacity. A high-temperature anneal is found to reduce

the heat capacity, a trend opposite to what is observed for the thermal conductivity. The

presence of an appreciable amount of water, hydroxyl ions and other chemical bonds

foreign to silicon dioxide is suspected to be a possible origin of the anomaly. The FTIR

spectra of the films are analyzed to determine what fraction of hydrogen atoms are present

as silanol and water. The volumetric heat capacity of water is more than 2.5 times larger

than that of silicon dioxide at room temperature. Using absorption cross-sections reported

in the literature for various hydrogen-containing species (Adams, 1983) we find that water

and silanol account for more than 85 percent of the hydrogen atoms in the films. The
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Figure 4.12: Measured and predicted thermal conductance of the LPCVD silicon-dioxide
film as a function of the metal bridge width. This figure shows the films to be essentially
isotropic, which excludes highly-oriented microvoids as a possible source of the thermal
conductivity reduction in the CVD films.

concentrations of each species are similar to those observed in APCVD silicon-dioxide

films (Rojas et al., 1993).

Figure 4.13 plots the heat capacities of the films as a function of OH bond concen-

tration, which is extracted using the FTIR and RBS/HFS analyses. For the annealed

LPCVD films, whose FTIR spectra exhibit no detectable absorption peaks associated

with hydrogen-related bands, the volumetric heat capacities are comparable to that of

the thermally-grown silicon-dioxide film. At an opposite extreme is an e-beam evapo-

rated silicon-dioxide film, which contains hydrogen atoms at a concentration of 10 atomic

percent. The hydrogen atoms are presumably associated with water molecules that are
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Figure 4.13: Relationship between the volumetric heat capacities of the silicon-dioxide
films and the OH-bond concentrations.

absorbed when the film is exposed to wet-etching/cleaning chemicals and to moisture in

the ambient air.

Shown as a dotted line in Fig. 4.13 is the predicted heat capacity. In the prediction,

the heat capacity contribution of each OH bond is assumed to be equivalent to half the

heat capacity of a water molecule. The volumetric heat capacity of the dry silicon-dioxide

film is taken to be that of fused silica with 7 percent porosity. The actual porosity of the

films varies, around 5 percent for the unannealed LPCVD films and 9.1 percent for the

evaporated film. In contrast to the thermal conductivity, the excess heat capacity correlates

reasonably well with the OH bond concentration.
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The present experimental data indicate that the observed thermal conductivity vari-

ations cannot be fully accounted for by the consideration of preferentially oriented mi-

crovoids, impurities, and process-dependent heat capacity. It is more plausible to consider

the degree of structural disorder as a major factor influencing the thermal conductivity of

amorphous solids. Structural relaxation of vibrational excitations would strongly influence

the thermal conductivity without affecting the volumetric heat capacity appreciably above

a few tens of K.

The present conclusion is supported by existing numerical simulation results on vi-

brational dynamics in a model disordered structure (Sheng and Zhou, 1991). The model

structure was constructed by placing atoms only at a certain fraction 1 of lattice sites.

The authors solved the scalar wave equation while subjecting an atom near the center

of the structure to forced vibration at a fixed frequency. The mean square radius of the

region affected by the forced vibration was found to grow linearly with time, a behavior

that can be modeled as diffusive process. This is consistent with the model of Einstein

(1911), who considered random walk of thermal energy between localized oscillators.

The extracted diffusivity for high-frequency vibrational modes was found to be roughly

independent of frequency and to vary with the percolation parameter 1, which was used to

control the amount of disorder in the model structure. Figure 4.14 shows the vibrational

diffusivity as a function of 1. The dotted line corresponds to the prediction from the

effective medium theory considering the case of 1 = 0.85 as a fully dense amorphous

solid. Significant discrepancy between the two trends is reminiscent of the experimental

data on the deposited films.

The above discussion makes the crucial assumption that long-wavelength phonon-like

vibrational modes do not contribute significantly to heat conduction. This is important be-

cause the atomic-scale structural disorder is expected to affect long-wavelength vibrational

modes to a less significant degree. Inelastic X-ray scattering measurements on various

amorphous materials (Sette et al., 1998), including vitreous silica (Benassi et al., 1996;

Masciovecchio et al., 1997), showed that collective propagating modes persist down to

wavelengths comparable to interparticle separations. On the basis of molecular dynamics

simulation results on a model system (Mazzacurati et al., 1996), such vibrational excita-

tions were interpreted to have an extended uncorrelated component that gives rise to the
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Figure 4.14: Dependence of the vibrational diffusivity on the amount of disorder as
extracted from computer simulation results of Sheng and Zhou (1991).

excess of states as well as a plane-wave component that is responsible for their prop-

agating behavior. The heat conduction mechanism associated with the former extended

component is unknown, but the thermal conductivity contribution � from the plane-wave-

component can be estimated.

By analogy with the phonon thermal conductivity, an expression for the propagating

component � can be written under the Debye approximation as-

� ��= �[; P�L� � � � � � ������% %
� � ��/ (4.10)-

� b� �� �� � �
 ' �������� ��� LL
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and the Planck constant divided by 
�, respectively, and � � �
��� � is the nondimen-%

sionalized vibration frequency. The longitudinal and transverse sound velocities in silicon

dioxide are � = 5980 m/s, and � = 3740 m/s, respectively (Cahill et al., 1992)./ 7

b�The relaxation rate ' is assumed to be a quadratic function of frequency based

on the previously reported X-ray inelastic-scattering results (Benassi et al., 1996). The

origin of this frequency dependence is unknown but little difference in the relaxation rates

measured at 300 K and 1050 K (Masciovecchio, 1997) suggests that the relaxation is of
b�structural rather than of dynamic origin. The proportionality constant for ' , denoted

here by � , is considered to vary not only with material but also with the nature andL

extent of disorder. The present study obtains � from the X-ray inelastic scattering data/

on vitreous silica. Since data for the transverse branch are lacking, the corresponding

value for the transverse branch � is obtained by assuming that � scales with the speed7 L

of sound. This is equivalent to the assumption that the localization occurs at the same

wavenumber for both branches. Once the relaxation rate is known, one can obtain the

upper integration limit � in Eq. (4.10) by imposing the non-propagation condition. TheP

criterion proposed in connection with the minimum thermal conductivity model (Einstein,

1911; Cahill et al., 1992) is used here, which states that the lifetime of the localized

oscillator is half its period. Written in terms of �L

� �%
� � / (4.11)P�L

��
�L

When the Ioffe-Regel condition is used instead, a smaller value of � would be obtained.P

For silicon dioxide, Eq. (4.10) yields � that is less than one third of the value of bulk-

fused silica.
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Chapter 5

Heat Conduction in Crystalline Silicon

Films

The nature of heat transport in crystalline non-metallic solids is very different from that

in their amorphous counterparts. This yields drastic differences in the magnitude and

temperature dependence of the thermal conductivities of the two types of materials. The

short mean free paths of heat carriers in amorphous materials permit the use of the heat

diffusion equation to describe thermal phenomena at typical operating temperatures of

microdevices. The validity of this approximation in crystalline silicon regions of compact

semiconductor devices is the central question of this chapter.

The present chapter begins with discussion of phonon dispersion in semiconductors,

which is an essential factor to be considered in estimating the mean free path of phonons

responsible for heat transport. The in-plane thermal conductivities of thin crystalline

silicon films are measured, which gives insight into the phonon mean free paths, and

are compared with predictions accounting for phonon dispersion and boundary scatter-

ing. Based on the experimental results and thermal conductivity modeling study, phonon

transport equations applicable to semiconductors are formulated.

75
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5.1 Phonon Dispersion and its Implication on the Esti-

mation of the Phonon Mean Free Path

The mean path of phonons in crystalline semiconductors is limited by both extrinsic and

intrinsic mechanisms (e.g., Klemens, 1958), the relative importance of which vary with

material and also with temperature. The extrinsic mechanisms include the scattering of

phonons with crystal boundaries, impurities, vacancies, and other defects. At sufficiently

low temperatures, where the spectra of dominant phonons can be well approximated by

the Debye model, the phonon mean free path can be estimated from the heat capacity

and thermal conductivity data and the speed of sound. This method is not expected to

yield accurate results at elevated temperatures, where high-energy phonons with group

velocities less than the speed of sound become significant.

Covalently bonded semiconductors with the diamond or zinc blende crystal structure,

such as silicon, germanium and gallium arsenide, share one characteristic feature in their

phonon spectra. The transverse acoustic phonon branches have very low frequencies and

are very flat away from the zone center. Figure 5.1 shows the phonon spectra in silicon in

(100)-crystal direction, which was measured using the inelastic neutron scattering method

(after Dolling, 1963; taken from Srivastava, 1990).

The most physical (Tamura et al., 1991) model for the phonon dispersion in these

group-IV elements is the adiabatic bond-charge model (Weber, 1977), where the effect of

metal-like bonding is described by central forces between ions, and the covalent bonding

is described by interactions involving bond charges. The ions are relatively weakly cou-

pled to the bond charges, whereas the bond charges themselves form a rigid lattice. In the

long-wavelength limit, the strong bond-bond interaction determines the phonon disper-

sion. In contrast, in the short-wavelength limit, the ions vibrate as independent harmonic

oscillators, whose frequency is governed by the weak ion-bond charge force constant. As

a result, the group velocities of the transverse acoustic phonons near the first Brillouin

zone are very small compared with those at the zone center with long wavelengths. Small

group velocities of the zone-boundary transverse phonons render phonon states concen-

trated near the zone boundary. The resulting high phonon density of states leads to a large
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Figure 5.1: Phonon spectra in silicon along the (100) direction measured using the neutron
scattering method (Dolling, 1963). Silicon has four phonon branches: transverse acoustic
(TA), longitudinal acoustic (LA), transverse optical (TO), and longitudinal optical (LO)
phonon branches.

contribution to the heat capacity from these phonons while augmenting the scattering rates

on certain defects as will be discussed in Sec. 5.3.1.

Previous studies of the lattice dynamics in silicon, which were based on the Born-von

Karman theory (Herman, 1959) and the ab initio calculation (Kunc and Dacosta, 1985),

indicated that the proper treatment of the phonon spectra in covalent bond semiconduc-

tors requires the inclusion of interatomic interactions up to at least fifth-nearest neighbors.

Considering the anisotropy in the phonon spectra and approximate nature of thermal con-

ductivity models, however, such sophisticated treatments are not warranted in estimating

the mean free path. The present study models the phonon spectra shown in Fig. 5.1 using

linear segments as in the study of Holland (1963). The phonon spectra are assumed to be
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isotropic. A more refined phonon dispersion model is also examined, which approximates

the spectrum of the transverse acoustic phonons using a sine curve, � � � sin��� �
�,P P

and a line with zero slope. This is motivated by the aforementioned bond charge model

for the lattice dynamics. The low-frequency transverse acoustic phonons are similar to

those of a linear atomic chain with only nearest-neighbor interactions, whose analytic

form is a sine function. In the high frequency limit, in contrast, the Einstein model of

the independent harmonic oscillators is better suited. The parameter � is the phononP

frequency at the zone edge and � is adjusted to yield the best fit. The estimated meanP

free path is not very sensitive to the exact shape of the dispersion curve and both models

yield similar results.

One way to examine the implication of phonon dispersion on lattice thermal conduction

is to estimate the phonon mean path under the gray medium approximation, which assumes

the phonon mean free path to be independent of phonon frequency. The estimation

requires the evaluation of the product of � and group velocity � for each phononJU

branch. According to kinetic theory, this quantity is related to the thermal conductivity by

the relation � = ���� � � / 3. Here, � is the mean free path of the i-th phonon branchJU L L L

and the summation extends over all the phonon branches. Assuming isotropic phonon

dispersion curves, one can write

=� � �� � � � exp���
%��� � � ��/ (5.1)JU L � � �� � �exp���� ��
�
 � SK�L

Here, � = �
��� � is the reduced phonon frequency and � is the phase velocity of% SK�L

phonons belonging to the i-th branch.

Figure 5.2 shows the calculated results for acoustic phonons in silicon as a function of

temperature. Each phonon dispersion curve is represented by linear segments as suggested

by Holland (1963). At temperatures above 200 K, the quantity �� of the LA phonons isJU

nearly five times as large as that of the TA phonons. This is a drastic difference considering

that each individual phonon branch contributes roughly equal amount to the heat capacity

at sufficiently high temperatures. As a consequence, ignoring phonon dispersion would

lead to gross underestimation of phonon mean free path. A very approximate value of

the mean free path of phonons mainly responsible for heat transport can be obtained from
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Figure 5.2: The product of the heat capacity and group velocity of acoustic phonons in
silicon.

the above analysis together with the bulk value of the thermal conductivity. At room

temperature, the result is near 300 nm for silicon. Measurements of thermal conductivity

of crystalline silicon films with thickness near or below 300 nm will therefore reveal the

size effect, where phonon-boundary scattering reduces the effective thermal conductivity

from its bulk value.
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5.2 Measurements of In-Plane Thermal Conductivities of

Silicon Films

5.2.1 Sample Preparation

The measurement structures are made using commercially available p-type (111) silicon-

on-insulator (SOI) wafers (SOITEC, France) as starting materials. These wafers are

prepared by bonding two oxidized silicon wafers and then etching away all but a thin

layer of silicon on one side. The SOI layers obtained using this process are referred to

as BESOI (bond and etch back silicon-on-insulator) layers, detailed description of which

can be found elsewhere (Bruel, 1996). The BESOI layers are monocrystalline and have

no TEM-detectable defects. Final thickness control is achieved through repeated thermal

oxidation and wet etching. At each oxidation step, the thickness of the silicon-dioxide

layer is limited to be less than 30 nm to prevent the development of significant thermal

stress. The thicknesses of the silicon layers and underlying oxide layers are measured

using a laser interferometer and a surface profilometer, yielding data which agree within

3 percent.

Figure 5.3 shows a schematic diagram of the cross section of the final measure-

ment structure. Metal bridge structures with varying widths serve as both a heater and

thermometer. The top silicon-dioxide layer acts as an electrical passivation layer. The

orientation of the bridge structure is such that lateral heat flow along the thin silicon layers

occurs predominantly in �110� direction.

5.2.2 Measurement Details

The in-plane thermal conductivity of the silicon layers is measured using the technique

described in Chap. 4. Three different bridge structures with widths 1, 5, and 10 #m are

employed in the present study. The width of the metal bridge and the extent of lateral heat

spreading are chosen to be much larger than the silicon layer thickness, and hence the

mean free path of phonons. This is to ensure that the in-plane temperature gradient and

thermal conductivity retain their meaning. The measured frequency-dependent amplitudes
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Figure 5.3: Schematic diagram of the measurement structure for the in-plane thermal
conductivity of thin silicon layer.

of temperature oscillations are compared with numerical solutions to the heat diffusion

equation to extract the thermal conductivity of the silicon and underlying silicon-dioxide

layers. The thermal conductivity of the top silicon-dioxide layer (Fig. 5.3) is measured

separately using a silicon-dioxide layer with comparable thickness. The thermal conduc-

tivity of the metal layer is determined independently as explained below.

The accuracy of the present experimental technique to measure the in-plane conduc-

tivity of ultra-thin films is first verified. This is achieved by measuring the thermal

conductivities of aluminum films with thickness comparable to those of the silicon lay-

ers. The aluminum films are sputtered on regular silicon wafers capped with 2 #m-thick

LPCVD silicon-dioxide films. Electrons, which are the dominant heat carriers in pure

metals, scatter with grain boundaries and film surfaces, resulting in the reduction in both
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UNDERLYING OXIDE LAYER (1.92 µm)

SILICON SUBSTRATE



82 MICROSCALE HEAT CONDUCTION IN ICs

Figure 5.4: The Lorenz number of aluminum films as a function of thickness.

electrical and thermal conductivity. The electronic thermal conductivity is related to the

electrical conductivity via the Wiedemann-Franz-Lorenz law, which was shown to be ap-

plicable for thin aluminum films of comparable similar thicknesses (Boiko et al., 1973;

Paul et al., 1995). This is expected because electron - boundary scattering is elastic

in nature and does not invalidate the analogy between charge and thermal energy trans-

port by electrons. The thermal conductivity of the aluminum films studied is larger than
b� b�100 W m K and the lattice contribution is expected to be negligible. Figure 5.4 plots

the measured Lorenz numbers as a function of metal film thickness. The results of the

present study agree very well with those of previous studies and add confidence in the

subsequent measurements on the silicon layers. The main contributors to the experimental

uncertainty in the present measurements are the uncertainty in the sample dimensions and

the uncertainty in the calibration coefficient of the bridge thermometer.
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Figure 5.5: The in-plane thermal conductivities of thin silicon layers at room temperature.

Figure 5.5 shows the measured in-plane thermal conductivities of the silicon layers

at room temperature. The thermal conductivity is smaller by up to 50 percent than

the bulk value and decreases slightly with decreasing film thickness. A previous study

(Zheng et al., 1996) using a free-standing silicon membrane structures reported roughly

two orders of magnitude reduction, which is presumably due to dislocations or other

defects introduced during the fabrication process (Chen and Neagu, 1997). Other existing

data (Yu et al., 1996; Asheghi et al., 1996) on much thicker silicon films have large

experimental uncertainties but are consistent with the present data.
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5.3 Heat Conduction in Semiconductors at High Temper-

atures

This section develops a model for the thermal conductivity of covalently bonded semicon-

ductors at temperatures higher than the characteristic temperature of the zone-boundary TA

phonons. A model parameter representing the frequency dependence of phonon-phonon

scattering rate is extracted from the data on samples with known amount of point de-

fects. The model constructed in this section is used to predict the thermal conductivity of

crystalline silicon films in the following section.

5.3.1 A Thermal Conductivity Model

The present study adopts a semi-empirical approach to model phonon thermal conductivity

in semiconductors on the basis of the Boltzmann transport equation. The Boltzmann equa-

tion can be applied rigorously in the analysis of heat transport when the weak scattering

condition �' :: � is satisfied (Cahill, 1997), which is true for most crystalline solids.

Phonons are classified into the propagation mode and the reservoir mode (Armstrong,

1981), with the former mode considered as carrying all the heat. This is a reasonable ap-

proximation for the semiconductors under consideration because of the presence of highly

dispersive transverse acoustic phonon and optical phonon branches. Phonons with nearly

zero group velocity or small lifetimes remain in equilibrium and act as a heat reservoir

for the propagation mode. The departure of the phonon occupation number, � , from theaT

thermal equilibrium value, � , can be expressed as (Ziman, 1960)aT�HT

� � � � ������6� �6��
� ��� (5.2)aT aT�HT aT aT

where

����� � ��
� '� ����/ (5.3)aT aT

Here �� is the phonon wavevector, � is the group velocity, and ' is the relaxation time.aT

Note that the departure from equilibrium is small for phonons with small group velocity

or small relaxation time.
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In the present study, the propagation mode is represented by the characteristics of the

longitudinal phonon branch based on the considerations presented in Sec. 5.1. This is an

approximation, but the resulting error is not expected to severely limit the applicability of

the model provided that the longitudinal phonons account for the majority of heat currents.

To derive an expression for the thermal conductivity, one needs to model various

scattering processes. The present work models the phonon - phonon scattering using a

single-mode relaxation time, which will be discussed shortly. The total relaxation time is

obtained by combining the relaxation time for phonon - phonon scattering, ' , with thatSS

for phonon - point defect scattering, ' , using the Matthiessen’s rule. An expression for,

the thermal conductivity can then be given in terms of the relaxation times:

=� � � b�[/� � � � �������������� ��JU%� � ��/ (5.4)
�� � ��' ��� 
 ��' ������ �
 SK SS ,

The single-mode relaxation time can be understood with reference to a linearized

phonon Boltzmann transport equation (Klemens, 1958)

;������ �����
��� � 
 ; ���� ������ �/ (5.5)

�� %����
�aT � aT

Here � is the departure from equilibrium of the phonon occupation number, % is the

single-mode relaxation time, and �� is the phonon wavevector. The second term in the

right hand side of Eq. (5.5) represents the change in the relaxation rate of a phonon due

to the departure from equilibrium of all the other phonons. If �’s of all modes interacting

with a single mode �� vanish, the particular single mode would return to equilibrium with

a relaxation time of %����.

The resistive phonon - phonon scattering is assumed to be dominated by scattering

processes that link the propagation mode to the reservoir mode. The three-phonon normal

process involving only the longitudinal phonons has very low probability due to the

requirements imposed by energy conservation and wavevector selection rules. Now that

the reservoir mode is practically in equilibrium, the phonon - phonon scattering can be

modeled using a single mode relaxation time. This approximation is further supported

by a recent study on the phonon normal process in anisotropic crystals (McCurdy, 1994).
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The study showed that, unless rather restrictive conditions are met, the phonon normal

process cannot preserve a drifted phonon distribution and consequently acts as a resistive

process.

The frequency dependence of ' is modeled using a functional formSS

�
P� ��� �� / (5.6)

'SS

While the actual dependence can be fairly complex because of the crystal anisotropy and

phonon dispersion, detailed theoretical or experimental study is still absent. In anticipation

that the thermal conductivity, which is a sum of the contributions from all phonons, is not

sensitive to fine details of this dependence, the present study employs the aforementioned

functional form treating � and � as adjustable parameters. The resulting relaxation time

should be regarded not as a well-determined value but instead be treated as an effective

one. Further discussion is provided in Sec. 5.3.2, where a value of � used in the present

study for silicon is determined.

Phonon - point defect scattering is modeled in the following fashion. When the

separation between individual point defects is large enough, the defects can be treated

as isolated scattering centers. The total scattering rate can be represented as the sum of

the individual contributions. The rate of phonon scattering due to a certain type of point

defect with number density � can be written as (Tamura, 1983)

� �
�� ��� � ����� (5.7)�

' ��� �,

where � is the volume per atom, � is the phonon density of states per unit volume, and ��

characterizes the scattering strength. Equation (5.7) states in essence that the phonon-point

defect scattering rate is proportional to the number of available phonon states into which

phonons can scatter. When the Debye model is employed, the phonon density of states
�is proportional to the square of the phonon frequency and the familiar � -dependence is

recovered. A high degree of dispersion, such as that exhibited by the transverse acoustic

phonon branches shown in Fig. 5.1, results in a high phonon density of states and hence

high phonon-point defect scattering rates. An expression for � was derived for cubic
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crystals: (Klemens, 1955; Abeles, 1963)

� �
�t u��� �	 ��

� � 
 
 � 
� �/
! � (5.8)
� 	 �

where � , 	 , and � are the average values of the atomic mass, force constant, and

ionic radius in the crystal respectively, and �� , �	 , and �� represent their respective

perturbations due to point defects. The quantity ! denotes an average Gruneisen parameter,¨

which characterizes anharmonicity of the bonds. The contributions due to differences in

ionic radii and perturbations in interatomic potentials are generally negligible for isotopes.

These factors can be important for certain other types of point defects but their magnitudes

are usually hard to estimate.

By using the Debye model, the relaxation rate of phonon - point defect scatterings can

be expressed for the high-frequency longitudinal acoustic phonons as

�� � � ��
� � (5.9)

�' ��� �
� � �, JUSK

where � is the magnitude of phonon propagation velocity. The phonon spectrum is as-

sumed to be isotropic. Equation (5.9) reflects the fact that the requirement of energy

conservation permits high-frequency longitudinal phonons to scatter only into longitudi-

nal phonons. This expression underestimates the phonon - point defect scattering rate for

low-frequency LA phonons, which can scatter into both the TA and LA phonon branches.

This is not expected to introduce large errors since phonon - point defect scattering is not

a dominant mechanism for the low-frequency LA phonons.

5.3.2 Thermal Conductivities of Germanium Samples with Point De-

fects

The model developed in Sec. 5.3.1 is first applied to germanium samples with silicon

impurities (Bakhchieva et al., 1984) and to isotopically enriched germanium samples

(Geballe and Hull, 1958; Asen-Palmer et al., 1997). Germanium is chosen as a model

semiconductor because of the existence of considerable amount of experimental work.
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This is due, in part, to the ease with which high-quality crystals with controlled amount

of point defects can be produced. In view of the close similarity between the phonon

spectra of silicon and germanium, it is deemed reasonable to assume that the parameter

�, which describes the frequency dependence of phonon - phonon scattering rates, is very

close for the two materials.

The mass difference between germanium and silicon has been estimated to account

for over 90 percent of the scattering cross section of a silicon atom in germanium lattice

(Toxen, 1961). As a consequence, the phonon - point defect scattering rate can be

evaluated with greater confidence than other impurities, where the differences in ionic

radii and perturbations in interatomic potential can add hard-to-estimate components.

Germanium samples doped with silicon alloys are treated on the same footing as an

isotopic mixture with mass fluctuation scatterings.

Figure 5.6 shows the temperature dependent thermal conductivity of bulk germanium

samples with different concentrations of silicon impurities. For each trial value of �, the

function � is first fitted to the experimental data for the isotopically enriched germanium

sample (Geballe and Hull, 1958). The thermal conductivities of the samples with point

defects are then computed and compared with the data. The best fit is obtained for

the exponent � near 1.5, which lies between the value of one proposed by Landau and

Rumer from the consideration of sound wave attenuation and the value of two inferred

from the energy and wavevector conservation rule (see, for example, Herring, 1954;

Holland, 1963). The present value should be regarded as an effective value approximating

more complicated frequency dependence and reflecting the influence of those phonons not

formally included in the analysis.

The present model reproduces the thermal conductivity of samples with point defects

reasonably well over the entire impurity concentration and temperature ranges considered.

Since the nonresistive normal process is expected to influence the conductivity in a manner

sensitive to the temperature and strength of phonon-point defect scattering, this agreement

indirectly supports the use of a single-mode relaxation time in the present model. When

scaled with respect to the Debye temperature, the temperature range considered for ger-

manium is roughly equivalent to room temperature and above for silicon.
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Figure 5.6: Comparison of the predicted and measured thermal conductivities of germa-
nium with various concentrations of isotopes and silicon impurities.

5.4 Prediction of the In-Plane Thermal Conductivity of

Silicon Thin Films

This section is devoted to the prediction of the in-plane thermal conductivity of thin silicon

films using a solution to the Boltzmann transport equation accounting for phonon-boundary

scattering. The phonon relaxation time obtained for bulk samples in the preceding section

is used for this prediction. Possible phonon scattering arising from defects unique to thin

films are neglected. This is a good approximation for silicon-on-insulator (SOI) layers of

interest here and also for semiconductor layers, such as gallium arsenide and aluminum

arsenide layers, in superlattices, which are high-quality single-crystal materials.
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Charge and energy transport by electrons, radiative energy transport by photons, as

well as vibrational energy transport by phonons are often described using the Boltzmann

transport equation. Assuming that no additional complications arise due to the phonon

normal process, many of the solutions accounting for the size effect for electronic con-

duction (e.g., Sondheimer, 1952 ; Ziman, 1960) and for radiative heat transfer (e.g, Chen

and Tien, 1993) can be applied to phonons.

The nature of phonon-boundary scattering, which can be approximately described by

the specularity parameter, was shown to influence the size effect (Ziman, 1960; Klitsner

and Pohl, 1987; Chen, 1997b). Klitsner and Pohl (1987) experimentally investigated the

nature of phonon-boundary scattering at the surface of silicon samples, on which various

types of films were deposited. When the transmission of phonons across the interface

is significant, the phonon-boundary scattering was found to be governed mainly by the

scattering of phonons inside the films. For silicon-on-insulator (SOI) structures studied

here, diffuse scattering of phonons at the interface between silicon and amorphous silicon

dioxide layers is assumed. This is reasonable in view of the close matching of acoustic

properties of silicon and silicon dioxide and also the fact that the mean free path of

phonons in amorphous silicon dioxide is orders of magnitude smaller than that in silicon.

The assumption is further supported by the recent theoretical study of the size effect. The

solution of a radiative transport equation in periodic two-layer systems with nonvanishing

specularity factor (Chen, 1997b) reduces to that for the diffuse boundary scattering in the

limit where the phonon transmission coefficient is unity and the phonon mean free path

in one layer is negligible compared with that in the neighboring layer.

When the scattering at the surface or interface is diffuse, the ratio of the thin-film

phonon relaxation time, ' , or mean free path, � , to their bulk counterparts can beILOP ILOP

evaluated from (Sondheimer, 1952):

�� � � �   
� bp bp. � �� � �  �Ei�� �� ��� � �� � 
 � �� � (5.10)

	 �
 � � �� ��

Here,  is the ratio between the mean free path and film thickness. By incorporating 'ILOP

into Eq. (5.4) for the longitudinal phonons or by using � for the transverse acousticILOP

phonons, the in-plane thermal conductivity of thin films can be predicted.
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Figure 5.5 also plots the predicted in-plane thermal conductivity of pure silicon layers

at room temperature as a function of film thickness. The upper most curve labeled as

gray uses the mean free path estimated without taking into account phonon dispersion

and frequency dependence of phonon scattering. The gray medium approximation uses

the kinetic theory expression � � �����, where � taken to be the bulk heat capacityJUD\

and � the speed of sound, and considerably underestimates the size effect. The other two

curves assume either longitudinal or transverse phonons as the sole heat carriers. The

experimental data show reasonable agreement with the prediction when the longitudinal

phonons are considered to be the dominant heat carriers. This supports the view that high-

frequency phonons with short mean free paths contribute appreciably to heat conduction.

This finding is consistent with a previous study of the thermal conductivity of germanium

(Sood and Roy, 1993), which concluded the dominance of longitudinal phonons based on

the results from their extended Callaway’s model.

The third prediction assumes that the TA phonons are the sole heat carriers. An

estimation for the mean free path of the transverse acoustic phonons, � , is made by means7

of the gray medium approximation discussed in Sec. 5.1. The gray medium approximation

is expected to be reasonable for the TA phonons since phonon states with appreciable group

velocity are concentrated within the narrow frequency interval. Compared with the phonon

group velocity, the phase velocity is much less sensitive to details of the phonon dispersion

curve. This offers an advantage in characterizing the transverse acoustic phonons, because

their spectra exhibit rather pronounced anisotropy compared with that of the longitudinal

phonons. Approaches based on the relaxation time require the phonon group velocity

explicitly and thus become difficult to implement. Although phonon dispersion in a

particular crystal direction can be readily represented with high accuracy using the existing

lattice dynamics models, incorporation of the anisotropy in phonon spectra and its impact

on phonon relaxation rates await further investigation. The small group velocities of

the TA phonons lead to the mean free path over one micrometer and, hence, a very

pronounced size effect. For this large value of the mean free path, significant specular

phonon reflection at the interfaces would be necessary to explain the present data.

Savvides and Goldsmid (1973) measured the thermal conductivity of free-standing sil-

icon films of various thicknesses. For the pure samples no size effect was observed for the
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films as thin as 20 micrometer, while those samples with neutron irradiation-induced point

defects displayed systematic reduction in their thermal conductivity. This phenomenon

was attributed to the strong frequency-dependence of phonon-point defect scatterings,

which causes enhancement in the relative contribution to heat conduction from the low-

frequency phonons. Modeling of the thermal conductivity of samples with a significant

amount of point defects is itself a nontrivial task due partly to the complications arising

from interactions among phonon scattering mechanisms. Although quantitative analysis

of the size effect on these samples is difficult for this reason, it can be concluded that

the data cannot be readily reconciled with models which assume that the high-frequency

transverse phonons within a very narrow frequency range account for the majority of the

heat current.

A recent theoretical study (Balandin and Wang, 1998) considered the effects of film

boundaries on the phonon dispersion and predicted much stronger thickness dependence.

The phonon confinement effect is expected to be important when the wavelength of

dominant phonons is comparable to the thickness of a film, and is therefore not relevant

here.

As one convenient measure, the effective mean free path can be defined as the thickness

of a film for which � �� is equal to the value given by Eq.(5.10) for unity  . WhenILOP EXON

the longitudinal phonons are assumed to be the dominant heat carriers and � = 1 is used,

the effective mean free path is found to be around 0.3 #m. This value is roughly one order

of magnitude larger than � . Still larger values are predicted when stronger frequencyJUD\

dependence is used for the phonon-phonon scattering or when the transverse phonons are

taken to account for the entire heat conduction.

5.5 Simplified Phonon Transport Equations Accounting

for Phonon Dispersion

Previous studies of microscale lattice heat conduction solved the phonon Boltzmann trans-

port equation (Levinson, 1980; Klitsner et al., 1988, Mahan and Claro, 1988; Majumdar,

1993; Chen, 1997a) but no distinction was made between the propagation and reservoir
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modes. The distinction is not critical at low temperatures where heat-carrying phonons

are practically identical to energy-containing phonons. At elevated temperatures, in con-

trast, highly dispersive phonon branches are fully excited and account for a major portion

of the heat capacity. Considerations of phonon dispersion are essential in this case. In

simulating operation of a field-effect transistor made of gallium arsenide, Fushinobu et al.

(1995) divided the phonon system into the acoustic and optical phonon branches. This

was mainly to account for the fact that high-energy electrons interact preferentially with

the optical phonons. These authors, however, treated energy transport by the acoustic

phonons using the heat diffusion equation and did not consider non-local effects.

It is in principle possible to obtain a complete solution of the phonon transport equation

accounting for phonon dispersion but the expense involved is often difficult to justify

in practical engineering calculations. This is particularly the case given considerable

uncertainties in microscopic parameters involved. An alternative approach is proposed

here, which solves a pair of transport equations corresponding to the propagation mode

and the reservoir mode, respectively.

To avoid algebraic complexity, we restrict the discussion to a one-dimensional situ-

ation. A phonon Boltzmann transport equation can be written under the relaxation time

approximation as
6� 6� � � �aT aT aT�HT aT


 #� � � (5.11)aT
6� 6� 'aT

where # is the directional cosine defined with respect to the x-axis. The quantity � isaT

the phonon occupation number and is in general direction-dependent. Equation (5.11) is

separated into two equations, corresponding to the propagation mode and to the reservoir
��mode. We define � as the relative energy of phonons per unit volume and per unit solid

angle =
��� � �
��� � � �� ��������/ (5.12)aT aT�HT UHI

The equilibrium phonon occupation number at some reference temperature � is denotedUHI

by � �� �. To take advantage of symmetry, Eq. (5.12) is integrated over the entireaT�HT UHI

circumferential angle, $, of which � is assumed to be independent. The integration yieldsaT

=
�{

� ��� � � �$/ (5.13)
�
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To further simplify the analysis, we assume that the phonon heat capacity is independent

of temperature. This is a good approximation when temperatures under consideration are

high relative to the Debye temperature or when temperature variations in the system are

small. The directional phonon energy density can be expressed in a very compact form

�
�� �� � � ��� � � �/ (5.14)UHIHT 


Since the propagating mode can deviate considerably from equilibrium, its temperature

is not well-defined in a conventional sense. The temperature of the propagation mode

� and the lattice temperature � are defined here as a measure of the average phonon3 /

energy density: t u=
�

�� � � � � �# �� / (5.15)3 UHI 33
b�

� �� � � � 
 � �� � � �5 5 UHI 3 3 UHI
� � � � / (5.16)/ UHI

� 
 �5 3

Here the subscript � labels the propagation mode, � the reservoir mode, and 
 the lattice

system as a whole. Under general nonequilibrium conditions, the lattice temperature as

defined here are closer to � than to � because the heat capacity of the reservoir mode5 3

is typically many times larger than that of the propagation mode.

Integrating the Boltzmann equation over the frequency intervals appropriate for the

propagation mode, one gets

� �
� �� � � �� � � �� �6� 6� 3 / UHI 33 3 �
 #� � / (5.17)3

6� 6� '3

The mean propagation speed and relaxation time for the propagation mode are denoted by

� and ' , respectively. A similar equation can be derived for the reservoir mode. Since3 3

the reservoir mode has an isotropic equilibrium distribution, additional integration can be

performed over the entire azimuthal angle to yield

� �
6�� � � � � ��� � � �� �� � � ��5 UHI 3 / UHI 3 UHI

� � � / (5.18)5
6� '3

The right-hand side of Eq. (5.18) follows from the requirement on the overall energy
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balance and Eq. (5.15). Equations (5.17) and (5.18) form a system of equations that

needs to be solved simultaneously to analyze transient microscale heat conduction.

The physical meaning of Eqs. (5.16) and (5.18) can be understood as follows. Since

the group velocity of the reservoir mode is zero, the transport of thermal energy is due

entirely to the propagation mode. As the propagating mode travels down the temperature

gradient, its excess thermal energy is transferred to the reservoir mode via phonon scatter-

ing processes represented by the right-hand side of the equations. The net energy transfer

between the modes vanishes under equilibrium conditions where the mode temperatures

are equalized.

As an illustrative example, we consider the time-evolution of temperature fields in

a semi-infinite pure silicon sample, which is initially at a uniform temperature � and�

experiences a step change in the surface temperature. The longitudinal acoustic phonons

are considered to be the propagation mode based on the observations made in Chap. 5.

The mean relaxation time of the propagation mode is taken to be a weighted-average value
�of the frequency-dependent phonon relaxation time, ' � ���� � . The heat capacity of3 3 3

the longitudinal phonon is evaluated from

=� � [t  7�� � � e% �� � � ��� (5.19)3 � � [ �� � � �e � ���
� �
 JUSK

where � and � are the phase and group velocities, respectively, and & is the charac-SK JU �

teristic temperature of the longitudinal phonons at the zone boundary. The group velocity

of the high-frequency longitudinal phonons is used as the propagation velocity, � . Nu-3

merical values of the parameters are those of Holland (1963), who approximated the

longitudinal phonon spectrum using two linear segments. The mean relaxation time, ' ,3

thus evaluated is around 70 ps at room temperature. To properly account for the tem-

perature variation within the sample, ' needs to be considered as position and time3

dependent. These dependencies, however, can be neglected for small temperature rises,

which is assumed to be the case here.

The boundary conditions are

� �� � �� ��� � � � � � � (5.20)5 UHI 6 UHI
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� ��� ��� � � � � � (5.21)5 UHI � UHI

for the reservoir mode and

�� �� � �� # : �� �� � � �� � � ��
� (5.22)3 6 UHI3

�� ��� # < �� �� � � �� � � ��
 (5.23)3 � UHI3

for the propagation mode. In discretizing the transport equations (5.17) and (5.18), the

explicit Euler method is used for the time variable and the one-sided upwind scheme

is used for the spatial variable. The Gauss-quadrature method is employed to evaluate

the integral with respect to the directional cosine in Eq. (5.17). The solution procedure

adopted is similar to what was used by Joshi and Majumdar (1993). As one test of the

accuracy of the present solution approach, the steady-state temperature distribution across

two parallel plates maintained at fixed temperatures is obtained and compared with the

exact analytic solution (Siegel and Howell, 1992). The numerical solution does not deviate

from the analytic solution by more than 5 percent. In all of the simulation reported here,

the grid spacing and the size of time steps are reduced until the refined solution does not

differ by more than 5 percent from the coarser grid solution.

Figure 5.7 shows the spatial temperature distributions for the propagation and reservoir

modes at four different times after a step-change in surface temperature is imposed. A

significant difference between the mode temperatures exists at times comparable to ' .3

At � = ' the spatial extent of the region that has responded to the change in the surface3

temperature is close to the mean free path for the propagation mode but is smaller for the

reservoir mode. The temperatures of the two modes approach each other as more time

elapses, allowing them to interact with each other more strongly.

Immediately after the surface temperature is raised, the temperature of the propaga-

tion mode is equal to the average value of the surface temperature, � , and the initial6

temperature of the sample, � . This can be understood by recalling that � is defined� 3

as a measure of the average phonon energy density. Phonons impinging on the surface
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Figure 5.7: Spatial temperature distributions of the propagation and reservoir modes in a
silicon sample, which experiences a step-change in surface temperature at time � = 0. The
parameter ' is the mean relaxation time estimated for the longitudinal phonons, which3

are assumed to be the dominant propagation mode. The numerical value of ' used in3

the present calculation is 70 ps.

have temperature � while those emanating from the surface are characterized by the�

temperature � . The temperature slip at the surface, however, becomes negligible as the6

heat affected region extends farther into the sample interior. Local description becomes

adequate for heat transport when the characteristic lengthscale, here the heat diffusion

length, becomes much greater than the mean free path.

Figures 5.8 and 5.9 compare the solutions to the heat diffusion equation with those

obtained from the transport equations developed here. The heat diffusion equation is

unable to predict the temperature slip at the surface and yields surface heat flux that

diverges as time � approaches zero. The diffusion equation becomes a better approximation
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Figure 5.8: Time-evolution of lattice temperature profiles and their comparison with
solutions to the heat diffusion equation.

at larger values of �. The finite propagation speed of heat waves can be captured by the

hyperbolic heat equation. The heat wave formulation does not incorporate nonlocal nature

of heat transport and yields results similar to those of the diffusion equation at times larger

than the phonon relaxation time (Joshi and Majumdar, 1993).

Figure 5.9 also plots the prediction, which is again based on the heat diffusion equation

but includes artificial thermal boundary resistance at the surface. This modification leads

to better agreement at small time � and eliminates the divergence at � = 0. Significant im-

provement is also achieved in predicting the spatial temperature distributions as illustrated

in Fig. 5.10. The proposed modification is motivated by the diffusion approximation to

steady-state radiative transport, which exhibits excellent agreement with the exact solution

(e.g., Siegel and Howell, 1992). The artificial boundary resistance used here is also a
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Figure 5.9: Comparison between the surface heat flux calculated using the transport
equations derived in the present work and that obtained from the heat diffusion equation
with and without an artificial thermal boundary resistance.

good approximation in predicting the temperature slip for a spherical geometry (Viskanta

and Crosbie, 1967), which well approximates quantum dots and localized hot spots along

drain junctions in FET’s.

5.6 Hot Phonon Effects

The temperature slip observed in the above calculations deserves further discussion, which

has implications for both thermal and electrical characteristics of microdevices. The

understanding of the temperature slip also clarifies the nonequilibrium nature of the heat

transport process.
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Figure 5.10: Temperature profiles calculated using the heat diffusion equation and incor-
porating thermal boundary resistance of 2 � / 3 � at the surface.

Consider a medium bounded by two infinite parallel walls which are maintained at

two different temperatures. When the mean free path of heat carriers in the medium is

comparable to or larger than the wall separation � , the temperature of the medium inZ

the vicinity of the wall differs from the wall temperature. One extreme case is where

the mean free path is considerably larger than � such that the carriers originating fromZ

the two walls do not interact with each other during their flight across the medium. At

each point in the medium two types of carriers coexist and the medium would be at

the average of the wall temperatures. Even when the internal scattering is not entirely

negligible, temperature slips at the walls are developed much like the one observed in the

transient case.
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To have a nonvanishing net heat flux, the angular distribution of phonon intensity

must be asymmetric with respect to the direction perpendicular to the temperature gra-

dient. The distribution can be characterized by two average temperatures � and � ,IS ES

each corresponding to carriers traveling in the forward and backward directions, respec-

tively. The two temperatures are related to the net heat flux � and medium temperature

� : � � ���� � � ��	 and � � �� 
 � ��
 in the one-dimensional case. The/ IS ES / IS ES

temperature of the forward propagating carriers exceeds � by �� � 
����./ I

The preceding discussion is general and not restricted to phonon heat transport in

semiconductors or dielectric materials for which the distinction between the reservoir

and propagation modes is necessary. A key difference phonon dispersion makes is that

heat currents are distributed unevenly among different phonon modes, so that the degree

to which some phonons depart from equilibrium is correspondingly higher. The excess

temperature �� , for instance, is inversely proportional to the heat capacity of dominantI

heat carriers, which can be substantially smaller than the bulk value.

Nonequilibrium phonons are produced not only by temperature gradients but also by

high electric fields, such as those present at the drain junction of field-effect-transistors.

Electron - phonon scattering processes require that special selection rules be satisfied fa-

voring phonons with certain polarizations and wavevectors over others. The preferential

interaction of high-energy electrons with longitudinal optical phonons in polar semicon-

ductors has been a subject of several studies (e.g., Kocevar, 1985). The nonequilibrium

situation affects the electron-phonon scattering rates and influences the interparticle cor-

relation via reabsorption of previously emitted phonons. These effects have been shown

to exert significant influence on electronic noise in semiconductor devices (Bordone et

al., 1993). The importance of the propagation mode derives from the fact that the major

decay channel of the optical phonons involves the propagation mode. The temperature of

the propagation mode with which the longitudinal optical phonons interact can be higher

than the lattice temperature calculated from the diffusion equation. Furthermore, nonlocal

effects associated with relatively long mean free paths of the propagation mode contribute

to the modification of the electron-electron correlation functions.
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Chapter 6

Summary and Recommendations

The present research develops high temporal and spatial resolution thermometry tech-

niques and applies them for the thermal characterization of integrated circuit elements

and thin films. An experimental setup is constructed that integrates high resolution scan-

ning optical thermometry capability into an electrical probing facility. Spatial resolution

near 500 nm and temporal resolution better than 100 ns have been demonstrated using

high voltage transistors and interconnects subjected to brief electrical stresses. The two

step temperature calibration method developed here is well suited for microdevices and

can be easily extended to other types of optical thermometry techniques. The thermom-

etry technique also plays a key role in the extraction of the thermal transport properties

of thin films. Simultaneous measurements of thermal conductivity anisotropy and volu-

metric heat capacity can be performed. Data on CVD silicon dioxide indicate that degree

of disorder in atomic arrangements affect the thermal conductivity of amorphous solids.

The experimental capability and physical understanding will help characterize and design

new dielectric passivation layers.

In order to investigate the mechanism of heat transport in silicon and provide data for

the simulation of SOI devices, the present study also measures the thermal conductivities

of crystalline silicon layers as thin as 80 nm. A large thermal conductivity reduction is

observed for films with thickness commonly encountered in practical SOI devices. The

data are analyzed using a model based on the phonon Boltzmann transport equation, which

suggests that high frequency longitudinal phonons with relatively short mean free paths
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account for a large fraction of heat currents. A simplified set of transport equations is

derived which account for phonon dispersion.

The following recommendations are made for future research on microscale heat trans-

port in integrated circuit elements.

6.1 Atomistic Simulations of Heat Transport

While theoretical studies based on semi-phenomenological approaches provide insight

into the physical mechanisms that underlie heat transport, atomistic simulations would

ultimately be needed to achieve more detailed understanding. Recent studies employed

molecular dynamics simulations to compute the lattice thermal conductivities of silicon

carbide (Li et al., 1998) and the vibrational dynamics of amorphous solids (Mazzacurati

et al., 1996). Future studies can perform simulations to investigate the effects of degree

of disorder on the thermal conductivity of amorphous solids, which have been suggested

in the present experimental data.

Molecular dynamics simulations require accurate interatomic potentials. Recent stud-

ies revealed that phonon spectra and Gruneisen parameters calculated using existing po-¨

tential models for silicon deviate considerably from the experimental data (Porter et al.,

1997). More refined interatomic potentials need to be derived before reliable simulations

can be carried out.

6.2 Thermal Conductivities of Nanostructures

Various semiconductor nanostructures can be produced using nano-fabrication and epi-

taxial film growth technology. Thermal characterization of some of these nanostructures

can be performed using variants of the techniques developed in the present study. One

example is silicon nano-pillar structures embedded in a silicon-dioxide passivation layer.

By comparing the conductivity of the silicon-dioxide layer with and without nano-pillars,

the effective thermal conductivity of the pillars can be extracted.
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In the limit where the dimension of a nano-structure is comparable to the coherence

length of lattice vibrations, the wave nature of lattice vibrations cannot be neglected.

Measurements in this regime will reveal interference between lattice waves and other

phenomena that have not been observed in larger systems. Reduced dimensionality due to

phonon confinement will decrease phonon heat capacity and also phonon scattering rates.

Phonon - point defect scattering, for example, is proportional to phonon density of states.

6.3 Detailed Simulations of Semiconductor Device

Currently available device simulation tools solve the heat diffusion equation to obtain

temperature information. The present study, however, shows that non-local nature of heat

transport is already significant for deep sub-micron devices. Future studies on the impact

of non-equilibrium phonon distribution on electron mobility and electron correlation func-

tions are necessary. A set of simplified phonon transport equations derived in the present

study can serve as a basis on which more refined simulation tools for semiconductor

devices can be built.
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Appendix A

Uncertainty Analysis

This Appendix contains uncertainty analyses for the experimental data reported in the

preceding chapters. The total uncertainty is calculated based on the root sum of the

squares of the uncertainties in all the contributing measured quantities.

A.1 Uncertainty in the Temperature Rise

Experimental uncertainty in the temperature rise measured using the thermoreflectance

technique stems from uncertainties in the calibration coefficient, � , and photodetector75

output voltage measurements. The relative importance of the two contributions depends

on the calibration method employed and the measurement timescale. Noise in the detector

output is the major source of uncertainty in short-timescale thermometry experiments.

When the two-step calibration method is used, the uncertainty in � stems primarily75

from uncertainty in the temperature coefficient of resistance (TCR) of a microfabricated

metal line that is used as a reference thermometer. The uncertainty in TCR is estimated

by considering uncertainty in the measured electrical resistance and uncertainty in the

temperature reading from a thermocouple attached to the substrate. By taking into account

both statistical fluctuations and instrument resolution, we estimate the relative uncertainty

in the electrical resistance to be 0.06 percent. The uncertainty in the temperature reading

is near 0.5 K. The uncertainty in TCR is estimated by perturbing measured electrical

resistance values and temperatures by their respective uncertainties, and then comparing
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the linear regression results of the resulting R vs T curves. The total uncertainty in TCR,

taken to be one half the difference between the maximum and minimum values obtained

in this fashion, is about 2 percent of the average value of TCR. Based on this, the relative

uncertainty in � , which is relevant for the interconnect thermometry, is estimated to be75

2 percent.

When the conventional calibration approach is employed instead, statistical uncertainty,

which results partly from variations in the optical alignment during calibration, becomes

a dominant component. In the particular case of the SOI transistor thermometry reported

in Chap. 3, the total relative uncertainty in � is estimated to be 10 percent.75

The uncertainty in the detector output voltage comes from statistical fluctuations and

oscilloscope voltage resolution. For the SOI transistor thermometry, this results in around 4

percent relative uncertainty in the peak �� . The corresponding value for the interconnect

thermometry is larger, around 8 percent, due to much shorter timescales involved.

A.2 Uncertainty in the Thermal Properties of Dielectric

Films

Uncertainty in the out-of-plane thermal conductivity of a dielectric film arises from un-

certainties in the measurement structure dimensions (��
), film thickness (� ), heat gen-I

eration rate (� ), and temperature rise (�� ). In symbolic form,

T
� � � �� � � � �� 
 � �� 
 � �� 
 � �� 
 � �� / (A.1)Z / 3 c7GI

The width of the metal bridge structures is determined from scanning electron micrograph

and also from its electrical resistance. The thickness of the dielectric films is determined

using a surface profilometer, a laser interferometer, and a scanning electron microscope.

The uncertainties in the dimensions are estimated by comparing results from independent

measurements. In the present uncertainty analysis, maximum deviations from the average

value are taken as uncertainties. Typical values of estimated uncertainties are:  ��� = 2

percent,  � �� = 3 percent, and  
�
 = 0.2 percent. The uncertainty in the temperatureI I
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rise is dominated by the uncertainty in TCR, which is discussed in the preceding section.

For an LPCVD silicon-dioxide film with thickness 1 #m, the contribution from each

component is: � �� = 0.02, � �� = 0.002, � �� = 0.03, � �� = 0.0034, and � �� =Z / G 3 c7I

0.02. The total relative uncertainty is 4.2 percent.

Similar analysis can be performed for the uncertainty in the heat capacity of thin films.

The solution of the two-dimensional conduction equation is fitted to the experimental data

while systematically perturbing quantities involved. These quantities include the dimen-

sions of metal bridge structures, thickness of dielectric films, current, electrical resistance,

TCR, voltage reading from a lock-in amplifier. For a 2 #m-thick LPCVD silicon-dioxide

film, typical relative uncertainty values are: � � � �� = 0.061, � � � �� = 0.045,I 9 I I 7&5 I

� � � �� = 0.044, � � � �� = 0.038, � � � �� = 0.029, � � � �� = 0.025,I Z I I G I I G I I & IP PI

� � � �� = 0.011, � � � �� = 0.014, and � � � �� = 0.0045. The total relativeI , I I 5 I I / I

uncertainty is estimated to be 10 percent.

A.3 Uncertainty in the In-Plane Thermal Conductivity of

Thin Films

Uncertainties in the thermal conductivity � and thickness � of a buried silicon-dioxideR R

layer, and uncertainties in the measured temperature rise of a metal bridge structure�� are

dominant contributors to experimental uncertainty in the in-plane thermal conductivities

of aluminum and silicon films. The overall uncertainty is estimated from

T
� � � � � � �� � � � �� 
 � �� 
 � �� 
 � �� 
 � �� 
 � �� 
 � �� 
 � �� � (A.2)c7 5 / ,G N G ZRR R I

where � is the thermal resistance of the upper passivation layer that separates the metalR

bridge structure from the aluminum or silicon layer. Amplitude of AC current in the

metal bridge is denoted by 3 . For the aluminum film of thickness 150 nm, each term

of the above expression gives rise to relative uncertainty of 5.0, 6.6, 5.7, 2.9, 3.1, 0.58,

1.85, 0.98, 0.18 percent, respectively. The total uncertainty obtained from the root sum

of the squares of the individual components is 11 percent. For the thinnest silicon film,
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a similar analysis yields uncertainty estimates of 7.3, 9.5, 7.0, 2.9, 0.86, 0.72, 3.19, 1.2,

0.22 percent, respectively. The total uncertainty is then estimated to be 15 percent.
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