Comparison of thermal diffusivity measurement techniques
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Abstract

Thanks to the collaboration between two laboratories, we present different techniques to measure thermal diffusivity. A brief description of any technique both in the experimental layout and in the processing algorithms is given. Results obtained on samples cut from the same block of stainless steel AISI 304, are reported. Uncertainty evaluation of any measurement is reported as well.

1. Introduction

The knowledge of the thermal conductivity and/or the thermal diffusivity is more and more required in many industrial fields. As a matter of fact, these are the most important parameters when heat transfer processes are involved.

In the power generation industries, materials are selected primarily considering their thermal properties [1-4]. In the automotive and aeronautical industries, CMC (ceramic matrix composite) materials for high performance brakes and heat shields are under development and manufacturers require, as essential information the thermal diffusivity [5].

Notwithstanding the parameter involved in stationary heat conduction processes is the thermal conductivity \( k \), it is a consolidated practice to experimentally evaluate the thermal diffusivity \( \alpha \) by transient methods and to calculate indirectly the conductivity by the equation \( k = \alpha \rho C \), where the specific heat \( C \) and the density \( \rho \) should be known. This approach has been often suggested because the thermal diffusivity measurement is usually less time consuming and more productive if compared with the stationary methods used for thermal conductivity measurements. The methods for the thermal diffusivity measurement proposed over the last four decades, belong mainly to photothermal and photoacoustic [6,7] techniques, generally confined to the laboratories. In the last years, due to the significant progress in infrared technology as well as in electronics, some thermographic techniques for the in-situ thermal diffusivity evaluation have been developed [8-16].

In order to verify the advantages, the limitations as well as the uncertainty sources, the reliability and the accuracy of some of the photothermal and thermographic techniques, a Round Robin between the Istituto per le Tecnologie della Costruzione of the Italian National Research Council and CESI (the Research Centre of ENEL, the main Italian Electricity Company) has been launched. In particular, the experimental activity has been limited to some samples extracted from the same plate of the stainless steel AISI304. The final aim of this work is to show that some of these techniques could be considered as a standard for the thermal diffusivity measurements.

2. The techniques

2.1 The laser flash

The Laser Flash method is based on the analytical solution of the heat conduction problem within a infinite plate of thickness \( L \), initially at a uniform temperature and heated
on one of the two surfaces by a Dirac (i.e. instantaneous) energy pulse. The dimensionless
temperature on the rear face of the plate as a function of time is:
\[
V(t) = \frac{T(t)}{T_e} = 1 + 2 \sum_{n=1}^{\infty} (-1)^n \exp(-n^2 \pi^2 t / t_c)
\]  (1)

where \( T_e = \frac{Q}{\rho c L} \) is the equilibrium temperature, \( Q \) the heating pulse intensity and \( t_c = \frac{L^2}{\alpha} \).

For evaluating the thermal diffusivity, the solution proposed originally by Parker et al. [17] consisted in using the following relation:
\[
\alpha = 0.1388 \frac{L^2}{t_{1/2}}
\]  (2)

where \( t_{1/2} \) is the time corresponding to the half maximum increase of \( V(t) \). Relationships analogous to eq.(2) can similarly be obtained for times corresponding to different percentages of the maximum temperature increase [18]. An other alternative method consists in fitting the whole experimental data by eq.(1). The comparison between all these different method of data reduction carried out on a wide set of experimental results has shown a very good agreement when the experimental conditions fit well the theoretical assumptions [19].

The experimental system shown in fig. 1 uses a pulsed 1.06mm wavelength Nd:YAG laser (Laser Metrics Winterpark FL-USA) for heating the sample. The pulse energy can be tuned in the range 8-50J. The beam shape is circular with a uniform intensity. Sample is located within a tantalum furnace with molybdenum shield (Theta Instruments, Port Washington, NY-USA) where it is possible to reach 1500°C. The sample and the furnace are both inside a vacuum chamber and an infrared detector senses the temperature of the rear face of the sample through an infrared window. The signal is then amplified, acquired and processed by a PC. The experimental activity has been carried out on a 10mm diameter disk shaped sample 1474µm thick. Measurements have been carried out five times for statistical reasons and the associated uncertainty is indicated together with the average result in table 1.

2.2 The TWI method

Thermal wave Interferometry is a well-established technique for the measure of the thermal diffusivity of coatings and thin slabs. As a matter of fact, the propagation of thermal waves with angular frequency \( \omega \) generated within a two layers solid is affected by the interface between the first and the second layers. In particular thermal waves are partially reflected and transmitted at the separation surface of the two different materials like conventional waves. The interference between propagating and reflected waves alters the phase and the amplitude of the ac component of the surface temperature.

| Table 1: Experimental and literature values of thermal diffusivity values for AISI304 stainless steel |
|-------------------------------------------------|------------------|
| Literature value (www.matls.com) | 0.040 |
| Laser Flash | 0.0399*10^-4 | ±0.0006*10^-4 |
| TWI | 0.040*10^-4 | ±0.001*10^-4 |
| Thermographic method I (spatially resolved diffusivity measurement) | 0.040*10^-4 | ±0.006*10^-4 |
| Thermographic method II (lateral thermal waves) | 0.0398*10^-4 | ±0.0006*10^-4 |
| Thermographic method III (single side flash method) | 0.0401*10^-4 | ±0.004*10^-4 |
Fig. 1. Sketch of the experimental set up of the Laser Flash system

\[
A = \left( \frac{e^{Bh} + 2Be^{Bh}\cos(2h) + B^2}{e^{h} - 2Be^{h}\cos(2h) + B^2} \right)^{1/2}
\]

\[
\Delta \phi = \arctan \left( \frac{e^{Bh}(e^{h} - B^2)}{2B\sin(2h)} \right)
\]

(3)

where \( h = L/\mu \) is the normalised thickness of the first layer. \( B = \frac{\varepsilon_1 - \varepsilon_2}{\varepsilon_1 + \varepsilon_2} \) (where \( \varepsilon_i = \sqrt{\rho_i C_i k_i} \) is the thermal effusivity) is the thermal wave reflection coefficient at the interface where subscripts 1 and 2 refer to first and the second layer, respectively. \( \mu = \frac{2\alpha_1}{\omega} \) is the thermal diffusion length and represents the depth where the initial magnitude of the thermal wave reduces by a 1/e factor.

Experimentally, the evaluation of the thermal diffusivity \( \alpha \) of the first layer can be performed by fitting the experimental data acquired at different modulation frequencies with one of the two expressions of eq.(3). Phase measurement is usually preferred to the amplitude one because it is less sensitive to the optical features of the sample surface as well as to laser power variation during the measurement. As an example, Fig. 2 shows theoretical curves for phase as a function of the normalised coating thickness \( h \) for \( R \) values ranging between -1 and 1.

Fig. 2. Phase of the ac component of temperature versus the normalised thickness \( h \) for different values of the reflection coefficient \( R \) ranging from -1 to 1 (in the sense of the arrow)
Fig. 3 shows the TWI experimental set-up: the heating source is a 5W Ar ion laser (Spectra Physics 2020). The intensity was modulated using a high stability mechanical chopper (HMS Elektronik mod. 220-RG). The laser beam was expanded on the sample surface in order to guarantee the one-dimensional approximation. The monitoring of the ac-component of the surface temperature was performed by an Hg1-xCdTe infrared detector (EG&G Judson). The signal was amplified by a dc-coupled low noise transimpedance preamplifier and then by a lock-in amplifier (EG&G mod. 5501). A time averaging procedure with statistic treatment of the data and subsequent coating thermal diffusivity evaluation was performed under the control of a proprietary PC program.

In this specific case, measurements were carried out on a thin AISI304 slab 660µm thick modulating the heating source in frequency range 1-20 Hz as also shown in Fig. 4. The uncertainty associated to the thermal diffusivity value reported in table 1 is related to the standard deviation of three repeated measurements. More details of the experimental set up and measurement procedure are reported elsewhere [19].

![Fig. 3. TWI experimental set-up](image)

**Fig. 4.** Normalised phase of the ac component of the surface temperature versus the modulation frequency for the AISI304 sample
2.3 The Thermographic method I (spatially resolved method)

The temperature on the rear (z=L) surfaces of an infinite slab after an instantaneous spatially Gaussian shaped heating on the front (z=0) is [15]:

\[
T(r,L,t) = \frac{2Q}{\varepsilon \pi^2 t} \sum_{n=-\infty}^{\infty} \exp \left( - \frac{(2n-1)\pi^2}{4\alpha t} \right) \frac{1}{(R^2 + 8\alpha t)} \exp \left( - \frac{2r^2}{R^2 + 8\alpha t} \right)
\]  (4)

Fig. 5 shows the spatial distribution of the temperature as a function of the distance r from the spot centre for the rear slab surface at different times. Computations have been performed by using the thermal effusivity and thermal diffusivity values of AISI304 stainless steel (\(\varepsilon = 8049 \text{J/m}^2\text{s}^{1/2}\text{K}^{-1}\), \(\alpha = 0.04 \times 10^{-4} \text{m}^2/\text{s}\)) and fixing the beam radius \(R=5\text{mm}\) and slab thickness \(L=1\text{mm}\). The term:

\[
\frac{1}{2\pi} \left( \frac{1}{R^2 + 8\alpha t} \right) e^{-\frac{2r^2}{R^2 + 8\alpha t}}
\]  (5)

in eq.(4) is related to the finite size of the heating beam and it is used for the measurement of the in-plane thermal diffusivity. In particular the proposed technique consists in best fitting, at some times, the spatial profile of the temperature along a line passing through the centre of the heated spot on the rear sample surface (but a similar procedure could be followed for the front surface as well) by using a Gaussian function; in fact the shape of the temperature profile at every fixed time depends only on the Gaussian term in Eq.(5). The angular coefficient of the straight line describing the Gaussian widening as a function of time is eight times the thermal diffusivity of the material:
\[ b^2 = R^2 + B^2 \] (6)

Note that neither initial time nor beam radius nor sample thickness estimation were required.

The experimental set-up (see Fig. 6) consists of a 1000W continuous lamp (PSC 1000 ILC Technology Inc. CA) electronically shuttered as heating source and of an infrared Jade Focal Plane Array camera (CEDIP, France) sensitive in the spectral range 8-10mm for monitoring the surface temperature distribution of the sample. The sample was a 30x30cm AISI304 stainless steel plate 1.7mm thick. The result and its uncertainty from several tests are reported in table 1.

### 2.4 The Thermographic method II (lateral thermal waves)

The thermal model adopted to describe the proposed experimental set-up is the original one due to Ångström [20,21]. It describes the temperature along a semi-infinite bar heated by a periodic source on one end, exchanging heat with the environment and being thermally thin. Therefore temperature varies only down to the bar (1D diffusion) according to the following equation:

\[
\Delta T(x, t) = \Delta T(x, t) = T(x, t) - T_{env} \nu = \frac{hp}{Sc_p \rho} \sum_{n=1}^{\infty} A_n \exp(-k_{2n}x) \sin(\omega t - k_{2n}x + \psi_n) \\
\]

where \( T(x, t) \) is temperature function depending on \( x \) coordinate along the bar and time \( t \), \( T_{env} \) the environment temperature, \( A_n \) the amplitude of the \( n \)th harmonic component, \( \omega \) the angular frequency, \( \alpha \) is the thermal diffusivity, \( h \) heat exchange coefficient, \( p \) and \( S \) perimeter and cross-section area of the bar respectively, \( c_p \) and \( \rho \) specific heat and density, and \( \psi_1 \) the initial phase of the \( n \)th harmonic component.

The goal of the data reduction procedure consists in determining the spatial phase velocity \( k_{2n} \) and the attenuation coefficient of the harmonic component \( k_{2n} \). Hence the diffusivity \( \alpha \) and heat exchange related parameter \( \nu \) are given by:

\[
\Delta T(x, t) = \Delta T(x, t) = T(x, t) - T_{env} \nu = \frac{hp}{Sc_p \rho} \sum_{n=1}^{\infty} A_n \exp(-k_{2n}x) \sin(\omega t - k_{2n}x + \psi_n) \\
\]

\[
k_{2n} = \frac{\nu + \sqrt{\nu^2 + n^2 \omega^2}}{2\alpha} \quad k_{2n} = \frac{\nu - \sqrt{\nu^2 + n^2 \omega^2}}{2\alpha}
\]

**Fig. 6.** Experimental set-up of the thermographic method for in-plane thermal diffusivity measurement
Fig. 7. Experimental set up for diffusivity measurements by thermoelectric generated thermal waves

\[ \alpha = \frac{n\omega}{2} \frac{1}{k_{1n} k_{2n}} = \frac{n\omega}{2} \frac{k_{1n}^2 - k_{2n}^2}{k_{1n} k_{2n}} \] (8)

A slab of AISI 304 with dimension 40*250*1.5 mm is tested. Its height (40 mm) is equal to the side of a thermoelectric device (40*40 mm) that is in contact with the surface on one end of the bar. Driven by a power supply controlled by a PC, it generates the thermal waves. After some cycles the periodic steady regime is reached and the temperature of the surface is grabbed through the IR camera. Fig. 7 shows the experimental lay-out. The acquisition is repeated at a regular time interval for some periods of the thermal wave. Temperature is finally sampled for each pixel along the propagation path of the thermal wave. As shown in Fig. 8 the sinusoidal temperature is dumped and phase shifted as the space position increases. The first step of the data reduction procedure consists in time fitting these sine temperature data obtaining amplitude and phase that depend on space. After that, a second fit along the space is done on both amplitude and phase giving finally the dumping factor and the phase velocity of the thermal wave. Measurements where done at different periods of the harmonic heating/cooling flux, and they are condensed in table 1.
2.5 The Thermographic method III (single side flash method)

Diffusivity can be measured in reflection mode by flash heating. The solution for the heated side of the slab is that given in eq. (1) but for the term \((-1)^n\). For the rear side it gives the alternate signs of the series terms making the solution increasing monotonically. For the front side the lack of such a term makes the solution decreasing monotonically from the maximum temperature value after the flash to the \(T_\infty\) value. Unfortunately the temperature reached during or immediately after the flash is not a reliable value to measure and therefore we cannot extract a noticeable time from the amplitude evolution much like in eq. (2). On the other end it is possible to show that multiplying the solution of the front side by the cube root of the time, such a function presents a minimum (that can be measured more easily) at \(Fo=0.2656\) (\(Fo=\alpha t/L^2\)) giving the following relation for the diffusivity measurement [25]:

\[
\alpha = \frac{0.2656L^3}{t_{\text{min}}}
\]

The experimental set-up is shown in fig. 9. Two photographic flash lamps, 4800 J nominal energy delivered in about 5 ms, heat one side of the AISI 304 slab, 1.51 mm thick. Temperature is grabbed along a line on the heated surface from an AGEMA 900 LW system for about 2 s with a sampling frequency of 2550 Hz. Fig. 10 shows the plot of the function obtained multiplying the experimental temperature by the cube root of time. Results and related error obtained by error propagation of eq. (9) is reported in table 1.

3. Conclusion

Among the five methods here presented the Laser Flash has been assumed as reference because it is the only one covered by a standard [22-24] and using a
commercial equipment. From the point of view of precision the thermographic method II (lateral thermal waves) gives the possibility to produce thermal waves of large wavelength thank to the Peltier driven heat flux generation. That permits to exploit the capabilities of modern thermographic camera in term of geometric resolution. TWI, the thermographic method III (one side flash) and the thermographic method I (space-resolved diffusivity measurement) are very interesting for their practical feasibility especially in situ, remaining at an acceptable level of precision.

Fig. 9. Experimental set-up for one side diffusivity measurement by flash heating

Fig. 10. Data and fitting function to obtain the time of minimum for diffusivity measurement
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